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À mes grand-parents,

iii



iv



Résumé

Cette thèse considère l’apprentissage de motifs récurrents dans la perception mul-
timodale. Elle s’attache à développer des modèles robotiques de ces facultés telles
qu’observées chez l’enfant, et elle s’inscrit en cela dans le domaine de la robotique
développementale.

Elle s’articule plus précisément autour de deux thèmes principaux qui sont d’une
part la capacité d’enfants ou de robots à imiter et à comprendre le comportement
d’humains, et d’autre part l’acquisition du langage. À leur intersection, nous exami-
nons la question de la découverte par un agent en développement d’un répertoire de
motifs primitifs dans son flux perceptuel. Nous spécifions ce problème et établissons
son lien avec ceux de l’indétermination de la traduction décrit par Quine et de la
séparation aveugle de source tels qu’étudiés en acoustique.

Nous en étudions successivement quatre sous-problèmes et formulons une définition
expérimentale de chacun. Des modèles d’agents résolvant ces problèmes sont également
décrits et testés. Ils s’appuient particulièrement sur des techniques dites de sacs
de mots, de factorisation de matrices et d’apprentissage par renforcement inverse.
Nous approfondissons séparément les trois problèmes de l’apprentissage de sons
élémentaires tels les phonèmes ou les mots, de mouvements basiques de danse et
d’objectifs primaires composant des tâches motrices complexes. Pour finir nous
étudions le problème de l’apprentissage d’éléments primitifs multimodaux, ce qui
revient à résoudre simultanément plusieurs des problèmes précédents. Nous expliquons
notamment en quoi cela fournit un modèle de l’ancrage de mots acoustiques.

Cette thèse a été effectuée au sein de l’équipe Flowers de l’INRIA Bordeaux
Sud-Ouest et financée par une allocation moniteur polytechnicien (AMX).

Mots-clés apprentissage multimodal ; acquisition du langage ; ancrage de symboles ;
apprentissage de concepts ; compréhension de comportement humains ; décomposition
du mouvement ; primitive motrice ; décomposition de taches ; factorisation de matrice
positive ; apprentissage par renforcement inverse factorisé
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Résumé substantiel

Les sciences cognitives constituent aujourd’hui le sujet de recherches très actives
mais surtout sont à l’intersection d’un grand nombre de domaines scientifiques. En
effet l’apparition de plusieurs disciplines nouvelles telles les neurosciences, l’imagerie
cérébrale, mais aussi de la psychologie ou encore la phénoménologie comme branche
de la philosophie ont fait suite à des découvertes scientifiques et avancées technolo-
giques majeures du siècle dernier. À ces sciences de la cognition, ayant pour objets
principaux les intelligences humaines et animales, est venue s’ajouter l’informatique,
dont l’avènement comme science puis comme technologie a marqué la même période.
Outre son apport, considérable pour les autres sciences, de la simulation numérique,
c’est en tant que nouveau langage que l’informatique a constitué le substrat nécessaire
au développement de l’intelligence artificielle.

La robotique développementale, dont l’élaboration remonte aux dernières décénies
s’inscrit dans un double héritage. D’une part, à l’instar de l’intelligence artificielle, elle
constitue non seulement un domaine applicatif des sciences cognitives, mais également
un nouveau paradigme, autant expérimental que conceptuel, pour penser l’intelligence
du vivant. D’autre part, à la suite de la psychologie développementale, elle se tourne
résolument, non pas vers l’étude de l’intelligence adulte, mais vers celle des mécanismes
qui permettent sa maturation. En réalité l’idée d’un ordinateur programmé, non
pas pour faire mais pour apprendre (Turing, 1950), précède le développement de
l’intelligence artificielle comme domaine actif de recherche. En outre, on ne saurait
résoudre à la simple compréhension d’un programme le développement de l’intelligence.
Jean Piaget en propose ainsi une approche systémique : ≪ L’intelligence ne débute
ainsi ni par la connaissance du moi ni par celle des choses comme telles, mais par celle
de leur interaction, et c’est en s’orientant simultanément vers les deux pôles de cette
interaction qu’elle organise le monde en s’organisant elle-même. ≫ (Piaget, 1937) La
robotique apporte ici un éclairage particulier : en effet modéliser l’intelligence en
intéraction avec le monde c’est modéliser le corps, mais aussi la perception sensorielle
et l’expression motrice.

Le travail présenté dans cette thèse embrasse cette approche de la robotique dévelop-
pementale : il s’attache à étudier les mécanismes de l’apprentissage chez le nourrisson
ou l’enfant, entre autre par le développement de techniques permettant à des systèmes
cognitifs artificiels d’atteindre des comportements d’apprentissage similaires. Il s’ar-
ticule plus précisément autour de deux thèmes principaux qui sont, d’une part la
capacité d’enfants ou de robots à imiter correctement des humains et à comprendre
leur comportement, et d’autre part l’acquisition du langage.

La notion d’imitation a été étudiée sous de nombreux aspects. En effet ce terme
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regroupe en premier lieu un ensemble de mécanismes qui jouent un rôle essentiel
dans la transmission culturelle, autant chez l’animal que l’humain (Whiten and
Ham, 1992, Nadel, 1986, Tomasello, 2008). D’autre part, il a été mis en évidence
la capacité d’une classe de neurones, appelés neurones miroirs, à s’activer aussi
bien lors de l’exécution d’une action par un primate, que lors de son observation,
exécutée par un autre agent (Cattaneo and Rizzolatti, 2009). Enfin, l’application de
l’imitation à la transmission de compétence d’un humain à un robot est également
sujette à de nombreux travaux de recherche. D’autre part, sans nécessairement
en viser la reproduction, la compréhension des comportement humains par des
systèmes de surveillance ou des robots présente également de nombreuses perspectives
d’application. Notre travail aborde ces problématiques plus spécifiquement sous l’angle
des questions ≪ Qu’imiter ? ≫ et ≪ Quand imiter ? ≫. En effet les comportement
humains sont souvent composites et il n’est, par exemple, pas attendu d’un robot ou
d’un élève qu’il répète les instructions du professeur en plus de reproduire un geste
de danse enseigné. Nous étudions la question de la décomposition d’un mouvement
ou comportement complexe en parties pertinentes et expliquons en quoi elle n’est en
fait qu’une facette du problème de la structuration du mouvement.

La question de l’aquisition du langage est un second thème dominant de ce travail.
Nous nous intéressons plus précisément à la découverte et l’apprentissage dans le flux
acoustique d’unités lexicales ou sous-lexicales ainsi qu’à celle de leur valeur sémantique.
Plus spécifiquement c’est le lien entre l’acquisition du langage et l’apprentissage
de gestes ou de motifs perceptuels qui nous intéresse. Nous étudions d’une part ce
lien à travers un ensemble d’analogies. Analogie de l’origine perceptuelle commune
de ces apprentissage, analogie de la langue parlée et du langage des signes. Mais
surtout analogie de certaines structures du langage et de l’action : un mouvement
complexe se décompose en plusieurs gestes, sa description linguistique en plusieurs
mots. Enfin, analogie des ambiguités introduite par cette structure : la difficulté
de décomposer une phrase en mots (Brent, 1999) fait écho à celle du découpage
d’une action complexe en gestes élémentaires mais également au problème de la
séparation aveugle de sources, bien connu des acousticiens. Nous nous efforçons dans
ce travail de développer une dimension algorithmique de ces analogies ; c’est à dire que
nous proposons de résoudre par les mêmes méthodes et dans un cadre expérimental
similaire, des problèmes provenant de chacun de ces domaines. D’autre part le lien
entre l’acquisition du langage et celle de gestes élémentaires ou de motifs visuels,
apparait fortement dans la question de l’apprentissage de la sémantique. Le problème
de l’ancrage de symboles (Harnad, 1990, Glenberg and Kaschak, 2002) questionne
ainsi l’origine du lien entre les mots du langage et leur sens, par exemple des gestes
qu’ils décrivent. Dans ce travail nous étudions de front, non seulement l’origine de ce
lien, mais également l’origine de la perception des mots eux mêmes et celle des unités
sémantiques. Encore une fois, cette question n’est pas sans ambigüité, à commencer
par l’ambiguité de la traduction décrite par Quine (1960).

Le travail présenté unifie ces différentes problématiques dans le cadre général de
l’apprentissage de motifs et structures dans un flux perceptuel multimodal. Nous
nous concentrons plus précisément sur le cas où cette structure prend la forme
d’un répertoire d’éléments ou de motifs primitifs récurrents dans la perception. La
notion d’éléments primitifs ainsi que leurs propriétés combinatoires sont donc au
centre de ce travail. Cette notion couvre des domaines variés et nous la déclinons
simultanément à travers les exemples de mouvements basiques de danse, d’objectifs
simples qui composent des tâches motrices complexes, puis de sons élémentaires,
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tels les phonèmes ou les mots. Finalement, nous expliquons comment de tels motifs
redondants peuvent être appris, qui recouvrent plusieurs modalités, comme par
exemple la vue et l’oüıe. Nous démontrons que l’apprentissage de ces motifs constitue
un modèle d’un aspect essentiel de l’acquisition du langage : l’ancrage des mots dans
des concepts sémantiques.

La décomposition de mouvement en gestes simultanés Une première contri-
bution importante de ce travail est d’étudier la question nouvelle de la décomposition
de mouvements complexes, c’est à dire qui combinent simultanément plusieurs gestes
simples. En effet la décomposition de mouvements dans le cadre de l’imitation, en
robotique mais aussi dans le domaine de la compréhension automatique d’activités
humaines, a principalement été étudiée dans le cas où les gestes complexes sont
obtenus par juxtaposition successive de plusieurs gestes élémentaires. Nous proposons
dans ce travail d’étudier une structure orthogonale, la composition simultanée, que
nous illustrons par des mouvements de danse. En réalité les chorégraphies font claire-
ment apparaitre deux dimensions pour la composition de mouvements : en séquence
et en parallèle.

La question que nous posons est la suivante. Est-il possible pour un système cognitif
artificiel qui observe un danseur exécuter des chorégraphies, d’apprendre, à partir
de son observation seule, le lexique de gestes que le danseur combine dans son
mouvement ? En d’autres termes, est-il possible pour notre système d’apprendre la
structure sous-jacente aux démonstrations observées ? Il apparait rapidement à l’étude
de cette question que sa réponse n’est pas unique : rien ne garantit qu’un tel système
construise le même lexique de gestes qu’un humain dans la même situation. En
réalité, rien ne garantit non plus que deux humains aux origines culturelles différentes
percevraient les mêmes gestes dans ces mouvements observés. Cette ambigüité est
encore une fois l’analogue directe de celle rencontrée dans le problème de la séparation
aveugle de source ou bien dans les phénomènes de multistabilité des perceptions
visuelles (Blake, 1989).

Cette difficulté en cache également une autre : celle de l’évaluation d’un tel système.
En effet, comment évaluer la valeur intrinsèque des représentations mentales que se
construit un tel système perceptuel ? Comment définir ce que c’est que de comprendre
la structure des mouvements observés ? En réponse à cette difficulté, nous considérons
le cas où le flux perceptuel du système cognitif inclue des symboles inconnus, qui
forment une description linguistique des mouvements observés. Chaque geste du
répertoire du danseur est associé à un symbole et chaque chorégraphie est décrite par
l’ensemble formé des symboles associés à chacun des gestes qui la composent. À la
suite d’un phase d’entrainement, au cours de laquelle le système observe un ensemble
de démonstrations de chorégraphies ainsi que leurs descriptions, il est évalué de la
manière suivante : une nouvelle chorégraphie lui est présentée et il doit en reconstituer
une description linguistique en utilisant les symboles. Cette description peut être
alors comparée à l’ensemble de gestes que le danseur a effectivement composés. Ce
procédé est présenté dans la figure 1.

À ce problème nouveau nous proposons de répondre à l’aide d’un algorithme clas-
sique : la factorisation de matrices positives. Soit un ensemble de stimuli perceptuels,
représentés chacun par un vecteur de grande dimension, et regroupés dans une matrice
de donnée V . Les algorithmes de factorisation de matrices permettent de calculer
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Figure 1 : Procédé d’entrainement et d’avaluation du système. L’entrainement se fait
par l’observation des démonstrations de chorégraphies et de leur descriptions linguis-
tiques (à gauche). Le système est alors évalué sur sa capacité à décrire correctement
une nouvelle démonstration de chorégraphie (à droite).

deux matrices W et H de telle sorte que :

V ≃W ·H.

Dans cette équation la matrice W est appelée dictionaire et forme une base de
dimension inférieure à celle de l’espace des données dans laquelle les observations
sont approximées. Chacun des vecteurs qui la composent, et que nous appellerons
atomes, est ainsi de même nature que les observations. La matrice H contient les
coefficients de cette décomposition ; nous l’interpréterons comme la représentation
compressée ou interne des observations par notre système.

Les algorithmes de factorisation de matrices positives s’intéressent particulièrement
au cas où ces matrices sont à coefficients positifs. Une conséquence importante de cette
contrainte est que chaque atome contribue ou non positivement à l’approximation
des observations, en particulier une partie de mouvement est présente ou non mais
n’est en aucun cas combinée en négatif. Cette interprétation, bien qu’intuitive, de la
contrainte correspond en réalité à des propriétés intéressantes de cette méthode. La
notion de similarité, laissée volontairement floue dans l’équation précédente, constitue
un paramètre essentiel de cette famille d’algorithmes ; nous utiliserons dans la suite
les deux cas particuliers de la distance Euclidienne, dérivée de la norme de Frobenius
sur les matrices, et de la I-divergence, apparentée à la divergence de Kullback-Leibler.
Plus précisément nous utilisons les algorithmes par mise à jour multiplicative, qui
optimisent simultanément cette approximation par rapport au dictionnaire et aux
coefficients Lee and Seung (1999).

Dans l’expérience considérée, chaque observation est en réalité constituée de deux
modalités : d’une part le mouvement du danseur, et d’autre part sa description
symbolique. La contrainte majeure de la méthode considérée est que les observations
doivent être représentées par des vecteurs de dimension fixe et à coefficients positifs.
Nous choisissons de représenter de cette manière les observations dans chaque modalité,
avant de fusionner le mouvement et sa description symbolique en concaténant leurs
représentations vectorielles. De plus, la motivation de cette expérience est d’apprendre
au système la structure combinatoire des mouvements observés. La méthode choisie
est capable de représenter les vecteurs d’observations comme combinaison linéaire
des atomes du dictionnaire. Afin de tirer parti de cette propriété, nous avons donc
développé une nouvelle représentation des mouvements de longueur arbitraire par un
vecteur de taille constante, qui rend compte approximativement de la combinaison
d’éléments de ce mouvement par la combinaison linéaire des représentations de ces
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Gesture 1 Gesture 2 Gesture 3 Gesture 4 Gesture 5 Gesture 6

Figure 2 : Sont représentés schématiquement sur cette figure quelques uns des
mouvements combinés par le danseur dans les chorégraphies.

éléments. Pour cela nous utilisons une représentation à base d’histogrammes de ces
mouvements (pour plus de détails se référer à la suite de ce document ou Mangin and
Oudeyer, 2012a). D’autre part, l’ensemble de symboles qui décrit chaque mouvement
est représenté sous la forme d’un vecteur binaire de dimensionalité le nombre total
de symboles, représentant par 1 la présence du symbole dans la description et par 0
son absence.

Du fait de cette représentation, on peut décomposer autant la matrice de donnée V
que le dictionnaire W en deux parties correspondant aux deux modalités, comme
représenté dans les équations suivantes.

V =


Vmouvement

Vlangage


W =


Wmouvement

Wlangage



Durant la phase d’entrainement, l’algorithme est utilisé pour apprendre les matricesW
et Hentrainement à partir de l’ensemble des observations représentées par V entrainement .
Dans la phase d’évaluation, l’algorithme est utilisée d’une manière différente. Cette
fois-ci seuls les mouvement sont observés et représentés sous la forme d’un matrice
V évaluation
mouvement à partir de laquelle le même algorithme, fonctionnant cette fois à diction-

naire Wmouvement fixe, fournit une représentation interne H évaluation de ces mouve-
ments. Finalement les descriptions symboliques correspondant à ces coefficients sont
simplement calculées comme le produit matriciel : V reconstruit

langage =Wlangage ·H évaluation.

Les descriptions linguistiques ainsi obtenues sont constituées de coefficients positifs
mais non binaires. Un mécanisme de seuillage est alors utilisé pour obtenir un vecteur
binaire que l’on peut comparer à la vraie description. En comptant comme succès une
reconstruction exacte, c’est à dire où tout les bons symboles mais uniquement ceux-ci
sont fournis, on peut calculer un score moyen du système comme ceux représentés ci
dessous.

Afin d’obtenir les résultats suivants, nous avons enregistré principalement deux bases
de données de mouvements composites. Celles-ci contiennent respectivement 137
chorégraphies obtenues par combinaison de 16 getses et 277 chorégraphies obtenues
par combinaison de 47 gestes. La figure 2 fournit quelques exemples de gestes utilisés
dans ces bases de données1.

Les résultats suivants présentent les scores de reconstruction des descriptions de
chorégraphies par le système. Ces scores doivent être rapportés au nombre de com-
binaisons possible des 47 gestes constituant le lexique (de l’ordre de 2000), mais

1Par ailleurs ces bases de données sont publiquement accessibles à l’adresse suivante. http:
//flowers.inria.fr/choreography_database.html

http://flowers.inria.fr/choreography_database.html
http://flowers.inria.fr/choreography_database.html
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lfull lgiven number

16 labels (SVM, linear) 0.818 —
16 labels (NMF, Frobenius) 0.854 0.971
16 labels (NMF, DKL) 0.789 0.905
47 labels (SVM, linear) 0.422 —
47 labels (NMF, Frobenius) 0.625 0.755
47 labels (NMF, DKL) 0.574 0.679

Table 1 : Resultats généraux sur les bases de données. À titre de comparaison on
calcule également les scores (given number) pour un problème simplifié où le système
connait le nombre de symboles ou gestes présents dans l’observation. Une autre
approche algorithmique utilisant des support vector machines (SVM) est également
comparée.

lfull lgiven number

16 labels (NMF, Frobenius) 0.568 0.800
16 labels (SVM, linear) 0.667 —
47 labels (NMF, Frobenius) 0.406 0.653
47 labels (SVM, linear) 0.206 —

Table 2 : Resultats pour des combinaisons de gestes qui n’ont jamais été rencontrées
au cours de l’entrainement. Ce résultat met l’accent sur la capacité du système
à reconnâıtre effectivement la structure des chorégraphies en en construisant des
descriptions inédites.

également au nombre plus considérable de descriptions symboliques possibles sans
autre a priori sur la structure des gestes (247).

Bien que ce premier ensemble de résultats démontre la capacité du système cognitif
à reconnâıtre les chorégraphies dans leur ensemble, il ne garantit pas que ceci passe
par une représentation effective de la structure des mouvements. Afin d’éclaircir
ce point nous avons raffiné l’évaluation en testant le système uniquement sur des
chorégraphies inédites, c’est à dire des combinaisons de gestes qui n’ont jamais été
observés ensemble par le système durant son entrâınement. La table 2 présente ces
résultats qui démontrent que c’est bien la structure du mouvement qui est représentée.

En conclusion cette expérience démontre la possibilité d’explorer la décomposition de
mouvements naturels en composantes actives simultanément. Nous avons pour cela
introduit une nouvelle représentation des mouvements qui ne dépend pas de la durée de
celui-ci et vise la transformation approximative de la combinaison des mouvements en
combinaison linéaires de leurs représentations. D’autre part, à travers ce travail, nous
établissons un lien entre les algorithmes d’apprentissage de dictionnaire, appartenant
au domaine du feature learning, avec la question de la décomposition de mouvement.
Au delà de la simple transposition algorithmique, cela établit une importante analogie
entre ces domaines. De manière intéressante le cadre expérimental et l’approche
algorithmique que nous instancions dans ce travail sont une transposition directe des
travaux effectuées par ten Bosch et al. (2008), Driesen et al. (2009) dans le domaine
de l’apprentissage du langage. Nous poursuivons cette analogie dans la dernière
partie de ce travail où nous démontrons que la même méthode permet d’apprendre
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simultanément à partir du langage et du mouvement.

La décomposition du comportement en objectifs Une limitation importante
des résultats que nous venons de présenter vient directement de la représentation
des mouvements utilisée dans ceux-ci. En effet il s’agit en fait plus d’une signature
de celui-ci que d’une représentation de l’intégralité de ses caractéristiques. Une
conséquence majeure de cette limitation est qu’il est impossible de renverser cette
expérience, c’est à dire concrètement, de faire danser par un robot ou un agent virtuel
la chorégraphie correspondant à une description symbolique donnée. Cette limitation
venant en premier lieu de la représentation du mouvement, et non de l’algorithme
de décomposition, nous explorons dans un second travail présenté ici une approche
similaire, cette fois fondée sur une autre conception du mouvement.

Le premier travail présenté approchait le mouvement comme trajectoire du corps.
Plus précisément nous nous concentrions sur la trace de cette trajectoire. Nous
proposons ici d’envisager le mouvement comme moyen d’atteindre un objectif : de
tels objectifs peuvent être de maintenir son centre de gravité à une certaine altitude,
comme réalisé dans la station debout et la marche, ou bien d’influencer l’état de son
environnement et en particulier des objets qu’il contient, comme lorsqu’on remplit un
verre d’eau, ou des êtres qu’ils contient, comme lorsqu’on sourit à un interlocuteur
pour accrôıtre sa sympathie. Cependant, à objectif ou tâche donnée, on observe une
grande variabilité dans les trajectoires y aboutissant. En effet, suivant le contexte, de
nombreux mouvements différents peuvent réaliser le verre plein, selon que de l’eau
est accessible dans une broc ou par un robinet et selon les obstacles qui séparent de
l’un ou l’autre.

Nous partons du constat suivant : deux mouvements très différents, au sens de leurs
trajectoires, peuvent être perçus et sont généralement décrits comme très similaires
lorsque, par exemple, ils conduisent à un même effet désiré. Se pose alors la question
des mécanismes qui expliquent une telle similarité de la perception de haut niveau
alors que les stimuli, généralement visuels, sont dérivés de trajectoires éventuellement
très dissemblables. En particulier nous cherchons à construire une représentation du
mouvement qui rende compte de telles similarités.

Parce que pouvoir construire une telle représentation a des applications importantes
pour la compréhension automatique des comportements humains et pour leur imi-
tation, plusieurs approches techniques ont été développées dans ce but. Nous nous
concentrons ici sur une formulation de cet objectif sous la forme de l’apprentis-
sage par renforcement inverse (Russell, 1998). L’apprentissage par renforcement
suppose que l’action est motivée par la maximisation d’une récompense. Étant donné
cette récompense il s’intéresse aux algorithmes d’optimisation des actions, et plus
précisément d’une politique d’action. Le problème inverse consiste à ne pas partir
de la récompense mais de l’observation de trajectoires. On se place typiquement
du point de vue d’un apprenti qui observe les mouvements d’un tuteur en train de
démontrer la résolution d’une tâche. L’objectif de l’apprenti est d’inférer une fonction
de récompense qui explique les actions du tuteur. L’hypothèse ici est celle du modèle
du comportement du tuteur comme motivé par la maximisation de la récompense.
Malheureusement, même pour un tuteur parfait et une infinité de démonstrations,
il n’y a pas unicité de la fonction de récompense sous-jacente. Il est donc illusoire
d’évaluer l’apprenti au regard de la seule inférence de la fonction de récompense. En
pratique on s’attachera plutôt à une évaluation de sa performance du point du vue
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du tuteur dans la résolution de la même tâche. En d’autres termes, l’apprenti sera
évalué dans l’espace des trajectoires qu’il produit à partir d’une représentation de
la tâche dans l’espace des récompenses. L’intérêt d’une telle approche par rapport
à une imitation directe des trajectoires est qu’elle peut conduire à une meilleur
généralisation. En effet imiter le remplissage du verre d’eau par la copie exacte d’une
ancienne trajectoire dans un nouveau contexte où les obstacles sont déplacés est
probablement voué à l’échec.

Nous nous plaçons ici dans le cas de l’apprentissage par renforcement inverse dont
nous étendons le cadre classique. En effet, la majorité des travaux sur cette question
considère que le tuteur fournit un grand nombre de démonstrations d’une seule
tâche. En pratique, on veut souvent pouvoir apprendre à partir de l’observation
d’un agent dont les mouvements vont naturellement correspondre à plusieurs tâches
inconnues a priori. De plus il semble que dans de nombreuses situations chacune
de ces tâches n’est pas monolithique mais consiste plutôt en la combinaison d’un
ensemble d’objectifs ou de préférences distinctes. En effet l’objectif du verre plein
est combiné avec ceux d’éviter chacun des obstacles. Ainsi nous étudions ici, non
pas directement l’apprentissage d’une tâche à partir de nombreuses démonstrations
de cette tâche, mais l’apprentissage d’un ensemble de tâches ou objectifs primitifs
qui permettent d’expliquer des comportements correspondant à des tâches distinctes
mais partageant une structure commune.

Nous formalisons ce problème et en proposons une solution algorithmique dans le
cadre d’un problème synthétique très simle : le tuteur comme l’apprenti évoluent dans
un monde constitué d’une grille d’états et les actions, correspondant aux déplacements
cardinaux bruités, sont disponibles. Le tuteur utilise un petit nombre d’objectifs
élémentaires pour générer des tâches complexes par combinaisons linéaires aléatoires
de celles-ci. Il en fournit des démonstrations solvant approximativement chaque tâche
pour différents contextes, c’est à dire ici différentes positions initiales. À partir de
ces démonstrations un apprenti construit son propre lexique de tâches élémentaires
et recherche des représentations des tâches démontrées comme combinaisons des
tâches élémentaires apprises. L’apprenti est évalué selon deux protocoles : dans
un premier temps sur sa performance moyenne sur chaque tâches inférée à partir
des démonstrations du tuteur, et dans un second temps sur de nouvelles tâches
complexes dont une démonstration brève est fournie. Ainsi nous évaluons la capacité
de l’apprenti à tirer parti de la structure commune des tâches démontrées pour
mieux les apprendre, mais également son aptitude à utiliser cette connaissance pour
apprendre plus vite de nouvelles tâches partageant la même structure.

Nous utilisons pour atteindre cet objectif une extension de l’algorithme par descente
de gradient proposé par Neu and Szepesvári (2007) à un cadre de factorisation de
matrice. Les résultats sur l’ensemble d’entrainement, c’est à dire les démonstrations
initiales utilisées pour apprendre le lexique de tâches élémentaires, et sur l’ensemble
de test sont présentées en figure 3.

Apprentissage multimodal et apprentissage du langage La contribution
principale de ce travail est une autre extension de la première expérience présentée :
la situation d’apprentissage de celle-ci présentait simultanément une démonstration
de mouvement et sa description par un ensemble de symboles. Nous remplaçons
à présent cet ensemble de symbole par l’enregistrement acoustique d’une phrase
parlée. En d’autres termes nous considérons le problème de l’apprentissage à partir
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Figure 3 : Pour un nombre de tâches suffisant, l’algorithme présenté d’apprentissage
factoriel de tâches (fact), dépasse la méthode classique (flat). Cette dernière ne
pouvant apprendre la structure commune des différentes tâches, considère chaque
tâche comme indépendante. Les réultats présentés correspondent à l’écart de la
récompense obtenue en moyenne par rapport à la solution optimale (les points les
plus bas sont donc les plus performants). Les courbes du haut représentent les scores
sur les tâches servant à apprendre le lexique de tâches élémentaires, celles du bas,
les scores sur de nouvelles tâches. À titre de comparaison les figures représentent
également (flat (ground truth features)) la performance d’un apprenti qui connaitrait
déjà le dictionaire de tâches élémentaires et devrait uniquement estimer comment
celles-ci ont été combinées pour obtenir chaque démonstration. Finalement deux
approches näıves, mais inefficaces, au même problème sont présentées (flat (PCA
features) et flat (features from ex.))

de données réelles, en ce qu’elles sont enregistrées à partir de variables physiques
continues qui résultent d’une production humaine, incluant plusieurs modalités. En
pratique nous étudions, en plus des modalités de la parole et du mouvement, des
images d’objets.

Dans la première expérience, des gestes étaient associées à des symboles et un système
cognitif devait apprendre à reconnâıtre ces gestes en produisant les symboles adéquats.
Une fois ces symboles remplacés par du son ou des images, c’est à dire par des
grandeurs continues et de grande dimension, une telle évaluation par la comparaison
de symboles produits avec une valeur de référence n’est plus possible, du moins
pas de manière immédiate. Nous choisissons donc une nouvelle forme d’évaluation
que nous voulons l’analogue comportemental du problème de classification. Nous
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Apprentissage Le système observe un
ensemble d’exemples de gestes, chacun étant
associé à une description parlée.

I make circles with my arm.

I am clapping!

Évaluation Le système entend une nou-
velle phrase et doit choisir un geste parmi
plusieurs démonstrations qui correspond le
mieux à cette description.

Look at the circles I do.

?
L’apprenti choisit le
geste qui correspond
au mieux à la phrase.

Figure 4 : Illustration de la tâche de classifiction cross-modale. La transcription
des phrases parlées représentée est illustrative de la présence de mots clés dans les
phrases parlées mais n’est en aucun cas observée par l’apprenti.

revenons pour cela au cas plus simple où un seul concept est présent dans chaque
exemple ; c’est à dire dans le cas du mouvement où un seul geste est démontré
à la fois. Plus précisément nous disposons d’une base de donnée de gestes, d’une
base de données de phrases, chacune caractérisée par un mot clé, et d’une base
de donnée d’images, chacune représentant un objet parmi un ensemble fixé. Un
ensemble d’associations arbitraires est choisi entre un geste, un mot clé et un objet ;
nous appelons association cross-modale un tel ensemble et concept chaque triplet.
Le système cognitif est entrainé par l’observation d’un grand nombre d’exemples
constitués de la manifestation dans plusieurs modalités du même concept ; c’est à
dire par exemple que le geste est observé en même temps qu’une phrase qui contient
le mot clé associé à ce geste. Le système est ensuite évalué de la façon suivante : un
nouveau stimulus est observé, dans une seule modalité cette fois, par exemple une
phrase ; le système doit alors, parmi plusieurs stimuli provenant d’une autre modalité,
choisir celui qui correspond au premier. Par exemple, le système observe un ensemble
de gestes et doit choisir celui qui correspond le mieux à la phrase, c’est à dire celui
qui correspond au même concept que le mot clé contenu dans la phrase. Ce protocole
est illustré dans la figure 4.

Le système évalué dans nos expérimentations est le même que celui présenté pour la
première expérience, fondé sur la factorisation de matrices positives. Plus précisément
l’apprentissage est effectué à partir d’une matrice de donnée où chaque exemple
est représenté par la concaténation des représentations vectorielles des stimuli dans
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chaque modalité. Par exemple,

V =

Vmod1

Vmod2

Vmod3

 .

Une fois l’apprentissage effectué, et donc le dictionnaire multimodal appris, il est
possible au système de convertir la perception d’un stimulus dans une modalité
en représentation interne ou en perception attendue dans une autre modalité. Ces
mécanismes sont synthétisés en figure 5. Afin de comparer, par exemple, une phrase à
plusieurs démonstrations de gestes, on peut convertir les perceptions de la phrase et
des gestes en leurs représentations internes puis comparer ces représentations internes.
Il est également possible de convertir la phrase en une perception de geste attendue
puis de comparer celle-ci aux perceptions réelles de gestes ou réciproquement. Enfin
plusieurs mesures de similarité peuvent être utilisées pour cela ; nous considérons la
distance Euclidienne, la I-divergence ainsi que la similarité cosinus.

h

vmod1 vmod2

argmin
h

DI(vmod1 ,Wmod1 · h) Wmod2 · h

Perception réelle Perception attendue

Représentation interne

Figure 5 : Une fois que le système a appris le dictionnaire (Wmod1 et Wmod2 ), étant
donné une observation dans une modalité vmod1 , il peut construire la représentation
interne correspondant h, ainsi que la perception attendue dans une autre modalité
vmod2 .

Les résultats de cette expérience pour la comparaison dans l’espace des représentations
internes avec la similarité cosinus sont présentés en figure 6.

Ces résultats importants démontrent la capacité du système à apprendre correctement
les associations cross-modales à partir des observations. De manière intéressante,
d’autres expériences démontrent que ces scores ne sont pas améliorés lorsque le
système observe également des labels symboliques. Plus généralement il ne semble
pas au vu de ces résultats que la présence d’une modalité additionnelle change
significativement les résultats.

Nous effectuons également d’autres expériences afin d’étudier la localisation temporelle
de la sémantique des associations au sein de la phrase. Celles-ci indiquent que le
sens des phrases serait, de manière non surprenante, souvent localisé autour du mot
qui est associé à ce sens. D’autre part une autre expérience indique que certains
coefficients de la représentation interne se spécialisent dans la reconnaissance de
certains des concepts. Il y a donc d’une certaine manière émergence de ceux-ci.
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Figure 6 : Scores pour la tâche de classification, pour différentes expériences dans
lesquelles deux où trois modalités sont présentées à l’entrâınement. Chaque groupe
correspond à un choix de modalité pour l’entrainement : trois groupes d’expériences où
deux modalités sont présentes et un avec les trois modalités. Chaque bôıte représente
la distribution des scores pour plusieurs répétition de l’expérience et un choix d’une
tâche de classification, c’est à dire d’une modalité dont un exemple est fourni et doit
être comparé à plusieurs exemples de référence observés dans une autre modalité.

Discussion La première contribution de ce travail réside dans les nouvelles ques-
tions qu’il aborde. Ainsi nous proposons une formulation des problèmes de la
décomposition de mouvement en composantes actives simultanément ou en tâches
élémentaires, ainsi qu’une réponse algorithmique à ces nouveaux problèmes.

De manière générale, nous explorons l’apprentissage de concepts à partir d’une
perception multimodale et non symbolique. Dans ce cadre là nous proposons un
approche originale, puisque s’appuyant sur des outils classiques d’apprentissage de
feature, au problème de l’ancrage de mots acoustiques. En effet ce problème a souvent
été exploré au travers d’approches considérant la parole et les autres modalités de
manière très dissymétrique, et ayant souvent recours à des processus de segmentation
ou de transcription statiques de la parole. Une originalité importante de ce travail
consiste en la relative symétrie de traitement des différentes modalités.

L’absence de segmentation a priori de la parole révèle un autre aspect intéressant de
ce travail. En effet, on peut opposer deux approches à l’apprentissage de données
structurées : d’une part celle supposant que l’apprentissage des composantes de cette
structure précède la compréhension des données complexes, et d’autre part celle
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pour laquelle la compréhension du tout précède celle des parties (voir Wrede et al.,
2012, pour de plus amples explications). Bien entendu de nombreuses approches se
positionnent également entre ces deux pôles. De ce point de vue notre travail apporte
un modèle d’apprentissage original où, en particulier, la compréhension des phrases
dans leur ensemble précède le concept de mot : il n’est pas besoin de segmenter
la phrase parlée en mots et de comprendre chacun de ceux-ci pour comprendre le
sujet général de la phrase. Au contraire, c’est la compréhension du sens général de la
phrase qui peut être localisée et ainsi délimiter des sons que l’on peut qualifier de
mots et qui peuvent correspondre aux mots réels.

Le travail que nous présentons ici constitue ainsi une contribution originale à plusieurs
questions ; il n’en présente pas moins un certain nombre de limitations qui ouvrent
des perspectives diverses. Tout d’abord, une première famille de limitations concerne
la portée des expériences présentées : nombre d’entre elles considèrent des problèmes
qui restent très simples et contraints, en comparaison de ce à quoi est confronté, par
exemple, un nourrisson. Une première voie d’amélioration de ces travaux est donc
celle de l’amélioration des techniques utilisées pour lever les contraintes et atteindre
des problèmes plus réalistes.

De plus, nous nous concentrons ici sur la combinaison simultanée de parties de
mouvements mais laissons de côté de nombreuses autres formes de combinaisons.
En particulier il serait intéressant d’étudier simultanément la décomposition de
mouvements combinés en séquence et en parallèle. Une autre forme de structure
essentielle dans le cas du langage mais aussi du mouvement est la grammaire. Le
parallèle important que constitue notre travail entre les structures du langage et du
mouvement pourrait ainsi être étendu à l’étude des structures grammaticales.

Dans la dernière expérience présentée, nous partons de données qui associent de
manière artificielle des exemples dans plusieurs modalités appartenant à une même
classe sémantique artificielle. Le système présenté utilise fortement l’hypothèse que
les exemples d’une même classe sont observés simultanément ; cette hypothèse sur les
donnée est appelée cross-situational learning par les psychologues. Le système présenté
est ainsi limité à cette hypothèse. En revanche cette limitation ouvre une perspective
importante ; en effet appliquer ce même algorithme sur des données acquises au cours
d’interactions réelles entre un enfant et son environnement permettrait d’en apprendre
plus sur la structure de ces données et en particulier la viabilité du cross-situational
learning comme modèle d’apprentissage humain. Un autre perspective importante est
le développement d’algorithmes tirant parti d’autre modèles d’apprentissages (voir
par exemple ceux présentés par Markman, 1990, Landau et al., 1998).

Finalement le scénario d’apprentissage que nous présentons ne peut pas être complè-
tement qualifié de développemental, et ce pour de nombreuses raisons. Parmi celles-ci
on compte la nature purement perceptuelle du système présenté. Une extension
importante en est l’étude du couplage entre la structuration de cette perception et la
structuration qu’elle pourrait induire sur une boucle d’action et ainsi sur les données
perçues par le système cognitif.
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Abstract

This thesis focuses on learning recurring patterns in multimodal perception. For
that purpose it develops cognitive systems that model the mechanisms providing
such capabilities to infants; a methodology that fits into the field of developmental
robotics.

More precisely, this thesis revolves around two main topics that are, on the one hand
the ability of infants or robots to imitate and understand human behaviors, and on
the other the acquisition of language. At the crossing of these topics, we study the
question of the how a developmental cognitive agent can discover a dictionary of
primitive patterns from its multimodal perceptual flow. We specify this problem
and formulate its links with Quine’s indetermination of translation and blind source
separation, as studied in acoustics.

We sequentially study four sub-problems and provide an experimental formulation
of each of them. We then describe and test computational models of agents solving
these problems. They are particularly based on bag-of-words techniques, matrix
factorization algorithms, and inverse reinforcement learning approaches. We first
go in depth into the three separate problems of learning primitive sounds, such
as phonemes or words, learning primitive dance motions, and learning primitive
objective that compose complex tasks. Finally we study the problem of learning
multimodal primitive patterns, which corresponds to solve simultaneously several of
the aforementioned problems. We also detail how the last problems models acoustic
words grounding.

This thesis was conducted in the Flowers team from INRIA institute and funded
by an AMX allocation.

Keywords multimodal learning; language acquisition; symbol grounding; concept
learning; human behavior understanding; motion decomposition; motion primitive;
task decomposition; nonnegative matrix factorization; factorial inverse reinforcement
learning; developmental robotics
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A developmental robotics
perspective

Late nineteenth and twentieth centuries have witnessed major scientific discoveries
in several fields: neurosciences, brain imaging, but also the study of phenomenology
by philosophers, the development of psychology, the invention of the theory of
computation, and further development of the computer science. It was followed by
the technical revolutions that lead to modern computers and robots, and mathematical
developments driven by new applications such as machine learning. All these elements
played an essential role in the advent of the understanding of cognition and intelligence,
in such a way that cognitive sciences, the name given to that knowledge and fields of
study, is a vastly multidisciplinary domain, that includes computational and robotics
models of cognition.

Among these discoveries, develpmental psychology has brought attention on the
processes that give rise to intelligence: instead of trying to understand directly the
structure of an adult mind, it examines the mechanisms that shape and organize
intelligence, starting from early childhood. Later, after a large part of research in
both cognitive sciences and artificial intelligence had been mainly focused on the
problem of understanding or imitating the adult mind, a similar shift in methodology
also appeared in artificial intelligence and robotics. However the idea that the human
mind should be studied through the processes of its development and maturation
was already clear in Turing’s mind sixty years ago.

“ Instead of trying to produce a programme to simulate the adult mind, why
not rather try to produce one which simulates the child’s? If this were then
subjected to an appropriate course of education one would obtain the adult brain.
Presumably the child brain is something like a notebook as one buys it from the
stationer’s. Rather little mechanism, and lots of blank sheets. (Mechanism and
writing are from our point of view almost synonymous.) Our hope is that there
is so little mechanism in the child brain that something like it can be easily
programmed. The amount of work in the education we can assume, as a first
approximation, to be much the same as for the human child. ”

Alan Turing, Computing machinery and intelligence (1950)

Although Turing was right about the importance of modeling child learning, he
was wrong saying the child starts with a blank sheet. Developmental and social
robotics therefore studies developmental mechanisms that can guide and constrain
the learning of robots, animals, and infants. The focus thus moves from building

1
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intelligent robots to a closer study of the behavior and learning mechanisms that make
the interaction between these robots and their environment evolve towards structured
interactions with persistent patterns. In other words this paradigm pertains to a
systemic approach of cognitive development that is directly grounded in Piaget’s
thoughts.

≪ L’intelligence ne débute ainsi ni par la connaissance du moi ni par celle des
choses comme telles, mais par celle de leur interaction, et c’est en s’orientant
simultanément vers les deux pôles de cette interaction qu’elle organise le monde
en s’organisant elle-même.2 ≫

Jean Piaget, La construction du réel chez l’enfant (1937)

Developmental robotics is also often denoted as epigenetic robotics: a name that
emphasises the role of the robot history and environment in determining its final
state, in opposition to behaviors fully determined by its initial programming. The
motivations behind developmental and social robotics come from two goals, namely
building better robots and understanding human development, that are very different
in nature, but pointing toward the same area of research.

Firstly developmental robotics is motivated by building better robots. Indeed, science
fiction has been exploring for some time now all the possible impacts of robots on
our every day life and spreading the idea that robots could, as tools or companions,
be a great improvement to our quality of life, provided that security and ethical
issues are well dealt with. Actual robots are however still mainly confined to factories
or have to be remotely controlled by human operators. The truth is that robots
currently are only capable of very poor adaptivity to unpredictable environments
they have not been specifically programmed for. Real human environment are such
environments and thus this limitation constitutes a strong obstacle to deployment
of robots in every day life applications such as domestic assistance or human-robot
collaborative work. One reason of these limitations is that the programmer cannot
take explicitly into account all possible environments and situations the robot might
face. A promising approach to make such programming possible is to implement
basic mechanisms that make the robot capable of adapting its behavior throughout
its discovery of its environment.

The second motivation is that robots could help us understand the human brain.
Robots actually constitute a unique tool to model some biological, psychological
or cognitive processes and systems. This motivation lead to some early robotics
realizations that had a great impact on biological scientific communities. As one
early example, In 1912, Hammond and Miessner developed a robot called electric
dog (Miessner, 1919), that happened to be a good model of Jacques Loeb’s theory
to explain phototropism in insects. The robot had a major impact on the scientific
acceptance and diffusion of Loeb’s ideas (see Oudeyer, 2010). Building robots as
models of the child development is an analogous methodology that can help exploring
the mainly unresolved question of how children intelligence develops before reaching
the adult state. For that purpose developmental robotics research complements the
work done in other disciplinary fields that also focus on understanding the functioning
of the adult human brain.

2“Therefore intelligence does not start from self-awareness neither from the awareness of its
objects in their own, but from the interactions between both. Instead, intelligence organizes the
world by organizing itself simultaneously between both sides of that interaction.”
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Figure 7: Illustration of the electric dog from Miessner (1919).

Reviews on advances in developmental robotics can be found in work from Lungarella
et al. (2003), Asada et al. (2009). Among the many questions that are studied
by developmental robotics two are of greater importance for this work. First,
understanding the mechanisms enabling language acquisition by children is still
subject to many open scientific questions (see Kuhl, 2010). Furthermore, building
robots with language acquisition capabilities is a promising way of improving human
robot or human computer interaction. Although there exist speech acquisition systems
and natural language interfaces, these do not feature the adaptability required by the
great variety in user preferences and languages. Most of these systems are built for a
few target languages and user cases, that have nothing to do with the variety of words
and skills people even enjoy teaching to their dog. Furthermore many systems do not
focus on the transmission of concepts through natural interaction and the grounding
of natural interaction on these concepts, although they are fundamental mechanisms
of the emergence of communication between humans or humans and pets. The range
of skills that a user would expect from a robot is also very wide and made even wider
by the addition of user preferences. Similarly, natural teaching of robots seems a much
more plausible solution than specific engineering for each use case; one way to achieve
such teaching is known as imitation learning or robot programming by demonstration.
Indeed, to have humans directly demonstrate tasks to a robot, or shaping the robot
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behavior to fit their preferences, is much more accessible than actually programming
the robot. Furthermore user preferences are not always easy to formulate, either
using robots currently very poor language capabilities, or programming languages.
While many techniques have been developed toward imitation learning for robots,
most of them still target the single task setup. Such limitation is problematic, not
only because robots are not necessarily expected to achieve only one task, but also
because what seems to be a single task often is, after closer inspection, a combination
of several tasks. Also, typical teaching to children does not go directly to complex
tasks but through the learning of skills of increasing complexity: such a progressive
trajectory might also be beneficial to teaching robots. Furthermore, common skills
might be seen as prerequisites to learning complex ones; being able to re-use such
skills, as already learnt by a robot, is also a promising way to ease the skill acquisition
process.

In this thesis, we embrace the developmental robotics approach and consider the
learning and developments that occurs directly on top of the sensori-motor perception.
We particularly explore the questions related to the decomposition of motions as well
as multimodal perceptual signals and therefore target several aspects of perception
and language acquisition. Decomposing the complex into simple parts and composing
simple building blocks into complex things are actually processes of great interest
for the aforementioned questions. The acquisition of language is a very intuitive
example of that decomposition that the structure of language itself implements:
spoken language is made of sentences that are composed of words, which, themselves,
are produced by sequencing phonemes. On the other side, the study of language
acquisition by children shows that they first learn to recognize and produce phonemes,
before going to words, and then sentences of increasing complexity (Kuhl, 2004).
Similar observations on the production of actions suggests that children first learn
to grasp before combining this skill with placement, and before they start building
piles of toys. The motivation for roboticists is then to build mechanisms that make a
robot capable of similar combinations of simple skills it already masters into more
complex ones. Indeed, while it is now possible to teach various tasks to a robot,
the evolution over time of the number of tasks a robot masters is typically linear:
the time required to learn each new task does not really decrease as experience is
accumulated by the robot, even if the task has a lot in common with a task already
learnt. Achieving better re-use of knowledge is thus a promising way of improving
the amount of tasks a robot can learn and achieving life-long learning (as claimed
by Thrun and Mitchell, 1995): exploiting the combinatorial structure of skills and
knowledge makes it possible to learn new skills by efficiently combining mastered
competences (see Taylor and Stone, 2009, Cangelosi et al., 2010).

From a wider perspective, the question of how learning can happen in an open-ended
perspective is well identified as a major challenge for developmental robotics (see
Lungarella et al., 2003, Weng et al., 2001). Despite that objective being clearly
identified, most experiments in that fields, for example those involving between tens
and thousands of repetitions of single grasping tasks, rarely last more than a few
hours or days: much less than the scales of animal lives. Precisely, the mechanisms
that could drive the shift from simple to complex in such learning, as observed on
children, are still not well understood. Often, the tasks on which domestic robots
are expected to be used, are too complex to be teachable, even to a state of the art
robot; an important part of that complexity actually comes from the highly variable
and complex nature of the environment in which they take place.
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Computational approaches often implement a notion of primitive elements that
models the simple to complex approach. This follows the intuition of cumulative
learning: a learning system gradually acquires a lexicon of elements. At first it
acquires elements of very low complexity; then this complexity gradually increases as
learnt elements can be combined into more complex ones, that become themselves
parts of the lexicon (see Cangelosi et al., 2010, sec. 3 and 4). This model is clearly
inspired by the structure of language where the lexicon is initially populated by words
before including word groups, propositions, and sentences of increasing complexity.
The same idea have been used to model motion and is often behind the notion
of motor primitives, as used by roboticists (see the discussion by Konczak, 2005).
A similar idea have been studied extensively in the field of machine learning and
often applied to vision (Aharon et al., 2005, Lee et al., 2006); it is named dictionary
learning. Therefore one motivation behind the work in this thesis was to explore the
application of these ideas and the large literature of associated techniques to the
aforementioned questions of developmental robotics.

Despite being quite intuitive, the idea that learning systems first learn basic and
local elements, such as words or short and precise motions, and then combine them
into complex knowledge, is neither necessarily how it happens for children nor the
only way to build artificial learning systems. Indeed such an approach, denoted as
compositional puts the ability to segment complex motions or sequences into small
parts as a prerequisite to learn these parts. As explained further these capabilities
often corresponds to solving quite difficult or ambiguous problems. On the other
hand the teleological approach (Wrede et al., 2012) achieves first a global or holistic
representation, that enables basic interactions with the world, before understanding
the details and parts that compose for example the motion or sentence. As explained
further, this thesis provides models of the learning of perceptual components that
follows the holistic to decomposed pattern.

Chapter 1 introduces more precisely the central questions studied in this thesis.
It explains how concrete issues from the fields of imitation learning, programming
by demonstration, human behavior understanding, the learning of representation,
structure learning, language acquisition, and multimodality connects with this work.
That chapter identifies more precisely three central issues studied in this thesis: “How
can the intuition about simple and complex be made explicit and implemented on a
robot or an artificial cognitive system?”, “How can primitive elements emerge or be
discovered through interaction of the agent with its physical and social environment?”,
and “What mechanisms can overcome the intrinsic ambiguity and indeterminacy
that is characteristic of many approaches regarding the learning and emergence of
these primitive elements?”

In chapter 2, background on the techniques and algorithms used in this work is
provided. It first introduces in details the family of nonnegative matrix factoriza-
tion algorithms as well as related mathematical theories, but also other affiliated
algorithms. Then an introduction to the domain of inverse reinforcement learning
and inverse feedback learning is provided, on which new algorithms are grounded in
chapter 4.

Chapter 3 introduces contributions of this thesis to the field of motion primitives in
more detail (Mangin and Oudeyer, 2012a). It explains why it is important to take
into account the simultaneous combination of motion primitives, and provides an
algorithm and a dataset to illustrate these ideas. Finally it discusses the evaluation
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of that algorithm with respect to a linguistic weak supervision.

Chapter 4 explores similar questions in the space of intentions that often underly
actions: following inverse optimal control and inverse reinforcement learning, demon-
strations of actions can be modelled by a demonstrator’s intention, that takes the form
of an objective function, also called task. Chapter 4 derives new algorithms (one of
which was presented in Mangin and Oudeyer, 2012b) to decompose a demonstrator’s
behavior in the task space instead of in the action space.

Chapter 5 reviews methods used to discover primitive acoustic elements that can
form basis for word representations. Two approaches are presented, one from Mangin
et al. (2010) based on a hierarchical clustering algorithm, and an other one from ten
Bosch et al. (2008), re-used in the following.

Finally chapter 6 brings together the work from chapters 3 and 5 to provide a
multimodal learning algorithm (first presented in Mangin and Oudeyer, 2013) that
models language grounding and the acquisition of abstract semantic concepts. We
explain how that algorithm can model the simultaneous learning of components in
several modalities (two or three in the experiments), and of their semantic relations.
Furthermore, in the case where one modality contains spoken sentences, we demon-
strate that the system focuses more precisely on parts of sentences that bear the
semantics, thus illustrating a form of word acquisition, where that segmentation of
words is more a consequence than a prerequisite of acquiring semantic knowledge.

A discussion of the contributions and perspectives introduced by this thesis is provided
in chapter 7.



Chapter 1

Complex and simple, whole
and parts

The main focus of this work is on the learning by a cognitive agent of dictionaries of
basic or primitive elements from various potentially multimodal perceptual signals
such as motion, images, or sound, which includes language, but also action. By
primitive elements we mean, for example, phoneme-like primitive sounds, primitive
dance gestures such as raising an arm, primitive objectives in complex tasks such as
reaching a body configuration, or patterns in multimodal perception that ground
semantic concepts. In the following these elements are denoted as primitive elements.
This notion does not imply that such element are atomic or indivisible, but rather
that they may be combined together to form more complex elements. As an example,
if the elements are vectors and combination means linear combination, these elements
may form a basis in the sense of linear algebra. However, as discussed further, linear
combination is far from the only possible combination.

We claim that the study of primitive elements, together with their combinatorial
properties and the algorithms to learn them, is of great interest for developmental
robotics in two main aspects. First, composite representations of perception and
actions for robots are promising ideas toward overcoming the limitation of many
current robotic platforms to a single task in a single context. Indeed some of these
platforms have an approach equivalent to learning by heart a whole sentence from
many examples, whereas focusing on learning a dictionary of words together with a
grammar would enable generalization to new sentences. We believe that, not only
robots could benefit from this approach by gaining better versatility in their ability
to re-use skills, but composite representations might be more understandable by
humans and ease the process of programming or interacting with robots. A simple
example of this idea is given by Calinon and Billard (2008) who demonstrate how
one can separately teach a robot to pour watter and to hold a glass, before having
the robot merge the two tasks to fill a glass of water1. Also, building algorithms
that are able to learn such composite elements is an attempt to model aspects of
human perception that features such properties, and eventually also its limitation.

1A video of this experiment can be found on Sylvain Calinon’s home page (http://calinon.ch/
showVideo.php?video=11).

7
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For instance Kuhl et al. (1992), Kuhl (2004) explain that during early language
acquisition infants learn classes of sounds that are functionally equivalent, but also
that this process makes them unable to differentiate between sounds from the same
class: not only the brain learns some primitive sounds but these elements later play
a fundamental role in the acoustic perception. In that particular example, the learnt
primitive elements not only feature combinatorial properties in the way they are
later combined into words, but also become, to a certain extent, atomic elements of
perception.

In the remaining of this chapter the relation of this topic with various subjects of
developmental robotic, but also psychology and machine learning, is explained in
more details.

1.1 Understanding and imitation of human behav-
iors

Imitation has long been identified as a central mechanism for cultural transmis-
sion of skills in animals, primates, and humans, but also for the development of
communication (see Whiten and Ham, 1992, Nadel, 1986, Tomasello, 2008). It is
indeed not only an example of learning from social signal, but also a central aspect of
learning to be social. Back to a robotic perspective, programming by demonstration
refers to the transposition of the mechanism of learning by imitation as observed
in humans to robots. The word programming actually suggests that teaching a
skill to a robot by providing demonstrations to that robot may remove the need
to actually program the robot, which currently requires advanced technical skills.
Another important motivation of such an approach is that tasks are sometimes too
complex to be reasonably described, even using natural language, or correspond
to preferences of a user that are not fully conceptualized. In addition to learning
the whole task from imitation, it is possible to use demonstrations together with a
feedback signal and self-refinement of skills (see for example Kober and Peters, 2009)
as well as self-exploration. Finally, designing systems capable of human behavior
understanding, even without reproducing such behaviors, is a research field that faces
issues very similar to the one presented in this section.

Although children seem to be capable of learning by imitation very easily, the task
turns out to be more complicated on a closer examination. As is often the case, the
difficulties are easily observed once one try to program a robot imitator. The first
important issue faced by the imitator is known as the correspondence problem: how
can the imitator relate the motions on the demonstrator’s body to its own body? The
problem is even made more complicated by the fact that the demonstrator’s body
is not identical to the imitator’s one and might actually be very different. Nehaniv
and Dautenhahn (2000) formalize this issue as the one of “finding a relational
homomorphism between the two bodies”.

The correspondence problem might be overcome by using hard coded mappings
between the demonstrator’s and the imitator’s bodies or even by directly demon-
strating the skill on the imitator body, a techniques called kinesthetic demonstration.
However the question of how this capability emerges in children is a very interesting
one; some models of early imitation have been developed on that question by Nagai
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(2007). Andry et al. (2001) have explained how a homeostastatic mechanism, that
is to say that tries to reduce the error between prediction and observation, can be
sufficient to generate imitation behaviors. Following that idea Boucenna et al. (2010)
showed through a robotic experiment how imitation of facial expressions by a robot
can emerge from a predictor that was learnt while the human was first imitating the
robot. Kaplan and Oudeyer (2007) also provide a model of imitation as emerging
from intrinsic motivations: a progress based model of curiosity can drive a robot
toward imitation as an efficient learning strategy.

The ability of the brain to relate actions of others to its own has been shown to
have a neural manifestation in the existence of mirror neurons. Rizzolati and his
collaborators have indeed discovered neurons in the premotor cortex of monkeys
that fire both when the monkey performs a specific action or observes someone else
performing the same action (Cattaneo and Rizzolatti, 2009). Strong evidence from
neuro-imaging suggests the existence of areas with similar functions in the human
brain. Their discoveries suggest that the ability to recognize an action done by
someone else is related, from a neurone point of view, to the one of producing the
same action.

The correspondence problem is not the only difficulty brought by imitation learning.
Should the exact motions of the demonstrator be reproduced? Or should the imitator
rather try to solve the same task? But what is that task? Should the imitator
try to fit some kind of preference of the demonstrator while achieving the task? Is
every action of the demonstrator relevant to the imitator? Such questions are often
summarized as “What, Who, When, and How to imitate?” Although they seem
naturally answered by children, it is not clear how to make these choices. See also in
fig. 1.1 the strategy triangle from Lopes et al. (2009a) that illustrates some of these
modelling choices.

Follow intrinsic preferences

Imitation Adhere to inferred
“intention”, replicate observed
action and effect.

Emulation Replicate observed
effects.

Non-social behavior

Social behavior

Figure 1.1: The strategy triangle from Lopes et al. (2009a) illustrates the potential
combination of several simple behaviors into an imitation mechanism.

The work we present is mainly related to the question of “What to imitate?”, which,
following Cederborg and Oudeyer (2013), includes the motor ‘gavagai’ problem
that extends Quine’s translation indeterminacy (see section 1.3). A way to clarify
this point is to discriminate different levels of imitation. Byrne and Russon (1998)
introduced the distinction between action-level imitation, which consists in mimicking
every action of the demonstrator (for example following the same arm trajectory),
and program-level imitation, which focuses on reproducing the overall structure of
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the movement (for example following a different trajectory but featuring the same
steps of reaching, grasping, lifting, etc.) Although quite intuitive, the notion of
program-level imitation leaves open the question of the nature of the structure that
the imitator should preserve, a question very similar to the ones introduced in the
following section. Demiris and Hayes (1997) further introduce functional imitation,
also called effect-level imitation by Nehaniv and Dautenhahn (2000), which consists
in producing the same effect than the demonstrator, and abstract imitation, which
denotes imitation of the demonstrator’s internal state (for example the demonstrator
laughing could be imitated by smiling). Lopes et al. (2009a) provide a model of
some of these imitation mechanism, formulated in a Bayesian framework in which
effect-level imitation is named emulation.

It follows from that discussion that the question “What to imitate?” closely relates
to the question of how to decompose an observation into parts, including the choice
of the level of granularity of the decomposition, together with the question of the
nature of that decomposition. Furthermore the relevance of a level of decomposition,
or a certain part in that decomposition, closely relates to focus, saliency, attention,
and mutual attention that are central properties of imitation in humans and animals.
While these two sets of questions might seem related but distinct at first sight, they
actually are entangled: on one side having a good representation of motion is crucial
to distinguish what is relevant within and across motions; on the other side mutual
attention and other social signals are essential to achieving that decomposition and
solving the indeterminacy that comes with it, as detailed in the followings sections.
The work presented in this manuscript provides examples of what can be achieved
by addressing both issues at the same time.

1.2 Structured representations for complex motions

The question of the complexity of movements and skills comes from the observation
of human learners. It also seems to be both an empirical evidence in pedagogy and a
natural way to proceed that learning occurs in a cumulative manner, starting simple
and then growing in complexity. It seems quite easy to have an intuition about what
a simple or a complex movement is: driving a plane looks obviously more complex
than grasping simple toys. However, if one looks at what robots can actually do,
it seems that currently robots are better at driving planes (or helicopters2) than
at grasping objects. Actually this example is not really fair, but it points out that
actually defining what a complex movement or skill is probably looks easier than it
really is. Indeed, the complexity of a motion or an action is highly subjective to the
agent’s body, experience, culture, etc. Taking another example, why is a newborn
gnu capable of walking within a few minutes3 when human infants need months
to achieve a similar behavior? Is this a proof that the gnu brain is more advanced
regarding the learning of walking, or the expression of an evolutionary trade-off
between the ability to quickly learn one task and the ability to learn a wider variety
of tasks? From an epistemological point of view, research in artificial intelligence
have long focused on solving the problems that looked difficult from a human point
of view, such as playing chess, and considered as more anecdotal problems such as
the ability to acquire mental representations of the world and grasp a chess tower or

2More information and videos can be found at: http://heli.stanford.edu
3As demonstrated by the online video: http://youtube.com/watch?v=zGaD2DH4evs

http://heli.stanford.edu
http://youtube.com/watch?v=zGaD2DH4evs
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knife (see Brooks, 1991). It seems now that the latter are much more difficult than
the former. In particular we ground our study on the cognitive development starting
from the sensori-motor level of perception: we thus take more interest in the shaping
of that perception than in solving high level problems in a symbolic world.

A fundamental question behind these realities, both for biologists and roboticists, is
to understand how life long learning is possible in a way that enables the efficient
re-use of previously acquired knowledge and skills: answering this question provides
at least one definition of complexity or simplicity of skills from a biological point
of view. One approach, often labelled as cumulative learning, consists in gradually
acquiring a lexicon of elements of increasing complexity, such that new elements can
be obtained as the combination of simpler ones (see Cangelosi et al., 2010, sec. 3–4).
The concepts of motor synergies and motion primitives have been introduced as
a potential implementation of this approach, by both motor control theorists and
roboticists (see Konczak, 2005). Motor primitives represent simple building blocks
that can be composed to form complex motions. For example Mussa-Ivaldi and Bizzi
(2000) interpret a group of experiments on the control system of frogs and rats as
giving strong evidence that the brain features a set of primitive force fields that are
combined linearly into more motor commands. Tresch and Jarc (2009) provide a
more detailed review of that subject.

1 cm 0.5 N

&

A B

+

Figure 1.2: Illustration from Mussa-Ivaldi and Bizzi (2000): A and B are two force
fields measured on a frog while stimulating two distinct spinal sites. & is measured
by separately stimulating both sites and + is obtained by summing A and B : the
result illustrates the combination in the frog’s spine of two primitive force fields.

Although it seems natural to try to decompose complex motions into simpler elements,
one could ask: “What is a complex movement or skill?” There are actually multiple
answers to this question, each of which is of great interest regarding this work.

First, an easy answer to the question is: “A complex motion is a motion composed of
simpler parts.” This actually leaves us with new questions. The first one is naturally:
“What is a simple motion or skill?” Actually, for roboticists, this question is deeply
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related to the way motions and actions are represented. Indeed simplicity, for a
computer, often means efficiency of representation (or compression) whereas, for a
human, a motion is often called natural or simple when it seems simple to produce.
Unfortunately it seems that these definitions sometime refer to very different or
even opposite notions of simplicity. The same difference arises with computers: it is
easy for a computer to perform operations on very big numbers that a human could
not perform. On the other hand a human is for example able to intuitively detect
intersections between a large number of segments, an operation for which a computer
requires complex algorithms. Actually in that last example, the problem described
is not really the same for the human and the computer: while for the human the
segments are represented visually, for the computer they are represented as a list of
pairs of points. Therefore the human representation is much closer to both the nature
of the geometrical property under consideration and to the processing capabilities of
the human visual cortex. From using this analogy for robotics skills or behaviors, it
follows that the first question on defining simplicity of motions can be studied through
the research of motion representation that lead to efficient representation of human
natural motions. Li et al. (2010) have shown that learning such representation from
a set of observations of human motions also leads to good compression capabilities
of natural human motion. Therefore, learning an appropriate representation have
brought together both a computational notion of complexity, related to compression
capabilities, to a more human centric one.

Looking back to the aforementioned easy answer, namely “A complex motion is a
motion composed of simpler parts.”, raises an other question, that is given by looking
at the dual problem: instead of trying to define what a simple and a complex motion
are, we could try to define what relates the simple to the complex motion, that
is to say how primitive motions can be composed or combined into more complex
ones. The study of the different ways of decomposing motions is central to this work
and studied in more details in chapter 3. In many cases there is not uniqueness of
decomposition; we refer to this issue as the indeterminacy of the decomposition. The
indeterminacy of decomposition is analogous to phenomenon such as multistability
in perception (see Blake, 1989, Leopold and Logothetis, 1999, Schwartz et al., 2012b,
and fig. 1.3). Another central question is, knowing what notion of composition is
involved, find means of removing the indeterminacy, that is to say find a relevant
decomposition into simpler elements.

Although the ambiguity of decomposition is faced by learning systems throughout their
development it is not necessarily a prerequisite of that development. Furthermore,
we have seen that complex components of perception and action could be defined as
composed of simpler parts, but this notion of complexity may not fit the order in
which infants acquire knowledge. In order to clarify this point in the following, we
chose a different terminology: we refer to components that are combined into complex
perceptions or actions as primitive or local components. Wrede et al. (2012) contrast
compositional understanding, that describes an agent that is aware of the local
components and their combination into a global perception or action, and teleological
understanding, that accounts for an agent that only features global perception. More
precisely the term teleological refers to a pragmatic emphasis on using the global
knowledge even without refined understanding of its structure.

According to Wrede et al. (2012) the developmental path of infants goes first through
teleological understanding before reaching compositional understanding. This devel-
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Figure 1.3: Necker’s cube is a classical example of multistability in vision.

opmental path is to contrast to the one stating that compositional understanding
occurs first before any usage of the knowledge. Actually if simple and complex are
defined with respect to the developmental path, each vision leads to an opposite
definition of these notions: according to Wrede et al. (2012) the global stimulus
is simpler, since used before by infants, than the local or primitive stimuli, whose
awareness comes later. Conversely stating that compositional understanding comes
first means that the primitive stimuli are simple and their composition complex.
Because of that antagonism it is important to notice that ‘primitive’ may not mean
simple and to differentiate ‘complex’, meaning ‘composed’, and ‘complex’, meaning
harder to learn.

This thesis studies directly relations between local parts and global perceptions.
With respect to these questions, we embrace the point of view of Wrede et al. (2012),
positing that teleological understanding may comes first. Therefore we generally
do not assume the understanding of the compositional structure of perception to
achieve global understanding. Furthermore we demonstrate that the perception of
components can result from an auto-organisation of global perception: we provide
models of the emergence of local components of perceptions (primitive motions, words)
from the global perception, in contrast to achieving decomposition of perception as a
pre-requisite to learning.

1.3 Language acquisition and multimodal learning

We already mentioned the question of the emergence of phonemes and words as
examples of primitive elements occurring in the speech signal. Chapter 5 presents in
more details technical approaches to the question.

A difficult aspect of the discovery of phonemes and words is the issue of segmentation.
In the fields of speech recognition and acquisition, segmentation refers to the task of
finding word boundaries from an acoustic stream containing spoken language. This
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is a difficult problem: unlike written language, spoken signal does not feature easy
to detect word boundary cues similar to space characters or silences at the end of
sentences (Brent, 1999). An illustrative example of the difficulty and ambiguity of
segmenting written language without spaces is given by Kuhl (2004): the sentence
“theredonateakettleoftenchips” could be segmented into “the red on a tea kettle often
chips” or “there, don ate a kettle of ten chips”. Importantly the previous example
highlights the ambiguous nature of the segmentation problem.

It has indeed been largely discussed whether the segmentation capability is a pre-
requisite or a consequence of word recognition, and whether it should play a central
role in the word recognition process. Actually experiments on infants performed
by Saffran et al. (1996), Saffran and Wilson (2003) have shown that young infant
were capable of discovering words from an unknown language after a very short
period of exposition (three minutes in their experiment) to acoustic signal only. More
precisely their experiment demonstrates that children react differently when hearing
sentences containing words they have been exposed to; interestingly this behavior
emerges only from statistics on the acoustic signal. Following this experiment a
large number of computational models of word discovery have been developed that
implement a word segmentation process. A review of early work in that direction
is given by Brent (1999). An interesting experiment from Park and Glass (2008)
proposes a computational approach for an unsupervised setup very close to the
one of Saffran et al. (1996). On the other hand ten Bosch et al. (2008) have also
demonstrated that word recognition can be achieved by an artificial learner without
an explicit implementation of a segmentation process, but instead some form of
symbolic supervision. The work presented in chapter 6 is inspired from the approach
of Bosch and colleagues; however, we relax the symbolic supervision and instead
study the use of multimodality to address the ambiguity issue.

Similar studies have also been conducted about the important question of grammar
acquisition. Gomez and Gerken (1999) and later Saffran and Wilson (2003) have
shown in experiments very similar to the previous one of Saffran et al. (1996), that
children around twelve months that are exposed for a short time to continuous speech
generated from a grammar involving unknown words, react differently at the end of
the initial exposure to utterances that are grammatically correct or not.

The notion of multimodal learning, which is a major topic of this thesis, refers to the
ability of learning from a stream of mixed data coming from various sensory inputs,
with different nature (for example sound, vision, taste). The close relation between
language learning and multimodal learning is a central question of the work presented
in this thesis. One immediate reason of that relation is that language acquisition is a
multimodal problem because the language signal is multimodal. An evidence of that
aspect was given by McGurk and MacDonald (1976) and is referred to as the McGurk
effect : when someone observes lips pronouncing ‘ga’ while he hears ‘ba’, he most of
the time reports to have perceived the sound ‘da’ (see also Schwartz, 2010). Another
major reason for claiming language and multimodal learning are closely related is
the following: considering learning is taking place on top of multimodal perception,
that not only include language signal but also other contextual information, provides
a plausible solution to the ambiguity issues that occurs from language learning. One
important source of ambiguity in language acquisition is related to the process of
associating words to meanings, a process that is also known as symbol grounding
and was introduced by Harnad (1990) (see also Glenberg and Kaschak, 2002). Many
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unsupervised approaches introduced above only model the discovery of acoustic
words, without relating these words to any kind of meaning, and relying exclusively
on acoustic properties of the signal for their discovery. On the other hand the work
presented by ten Bosch et al. (2008) focuses on the discovery of relations between
the acoustic signal and a symbolic contextual information. The discovery of word is
then shown to be a side effect of the learning of these correlations. In chapter 6 this
idea is taken further and shown to extend to a multimodal signal that do not contain
any predefined symbol. Similar ideas, but with some kind of symbolic information,
where also featured in several previous works (Roy and Pentland, 2002, Yu and
Ballard, 2004, Massera et al., 2010, Driesen et al., 2010, Saenko and Darrell, 2007,
BenAbdallah et al., 2010, Ngiam et al., 2011).

Symbol grounding is however not an easy problem but rather an ambiguous one. An
important aspect of such ambiguity is the indeterminacy of reference introduced by
Quine (1960), which is often illustrated by the ‘gavagai’ thought experiment. Quine
presents the situation of a linguist who studies an unknown language and observes a
speaker pointing toward a rabbit while saying ‘gavagai’. In that situation the linguist
cannot discriminate between several possible meanings of the word ‘gavagai’: it could
actually mean ‘rabbit’ as well as ‘undetached rabbit parts’, ‘animal’, ‘food’, or even
‘an object out of my reach’. Interestingly very similar issues occur in other modalities;
one of them is referred as motor ‘gavagai’ problem in the case of imitation learning
(see section 1.1 as well as Cederborg and Oudeyer, 2013).

Finally, language is strongly related to action. The actual production of spoken
language through the articulatory system is an immediate example of this relation.
Indeed a spoken utterance may be seen either on the side of the produced acoustic
stream, or on the side of the muscle commands that yielded that acoustic stream.
The role of each one of these aspects of sound in its perception is still an actively
discussed subject (for more details please refer to Schwartz et al., 2012a). Either way
this duality constitutes another important aspect of language multimodality.

Another important facet of the relations between language and action comes with
the notion of grammar of action. While similarities between linguistic grammatical
constructs and the structure of many common actions is quite straightforward (in
the sense that it is perceived without effort), it is less clear to know if this similarity
is coincidental or whether we perceive action this way because of our exposure to
language, or if language has evolved on top of our perception of action grammar.
The latter opinion is actually the subject of a whole theory about language origin
called the syntactic motor system introduced by Roy and Arbib (2005).

The talking heads experiment (Steels, 1999, Steels and Kaplan, 2002) has been
introduced by Steels and colleagues to study the emergence of language inside a
community of robots as a model of the emergence of language in human communities.
Each robot possess its own set of visual concepts and its own lexicon of associations
between these concepts and initially arbitrary words. The experiment is based on
an interaction frame between two robots called guessing game. During the game
the pair of robots is looking at a visual scene that consists in geometric shapes on
a magnetic board. The game follows several stages: to start, the first robot, called
‘speaker’, chooses a part of the visual scene that is shared with the second robot; then
the speaker choses a topic among the objects in that region4 and vocalizes a verbal
description of that object; after perceiving the object description, the hearer robot

4In practice, in many experiments, the topic is actually chosen randomly.
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guesses the described object (communicating its guess with a mechanism equivalent
to pointing) and the speaker provides positive or negative feedback on the interaction,
depending on whether it was successful or not. The experiment demonstrates that
the simple interactions, combined with rotations in the role the robots play in the
game, as well as in the pairs of interacting robots, lead to the emergence of a shared
language at the scale of the robot community. Steels and colleagues define the
semiotic square (see fig. 1.4) that illustrates the indirect nature of the communication:
both agents in the guessing game have to go through the lexicon and ontological
levels to bind the vocalization to its meaning (the referent object). This aspect is
closely related to the grounding problem mentioned previously; it emphasizes the
distinction between the sign used to communicate, its meaning for one agent, and the
grounding of that meaning into perception. Importantly neither the signs, nor the
meaning, nor the perception is exactly shared between the two agents: each of them
has its own instances of signs, meanings, and perception. Throughout the interaction,
the coherence between the signs, meanings, and perceptions of the agents increases.

topicimage

meaning utterance

perceive

conceptualize

verbalize

referent image

meaningutterance

act

apply

interpret

Speaker Hearer

Figure 1.4: Illustration of the semiotic square as presented by Steels (1999). The left
part illustrates the generation by the speaker of an utterance describing the topic,
and the left part to the interpretation of the utterance, as perceived by the hearer,
into an hypothesis about the referent.

In this thesis we provide implementations of language learning experiments that
do not assume direct access of the learner concepts as symbols, that is to say that
do not shortcut the semiotic square (see chapter 6). The experimental frame we
study for the language experiments is very close to the one of the talking heads.
Therefore, although the questions studied in this thesis are mainly agent-centric, the
implementations we described can be thought as replacement of the agent model in
the talking heads experiment. However, a limitation has to be added to that claim,
which is that we do not address the question of language production.

1.4 Important questions

In this chapter many subjects amongst those targeted by developmental robotics were
introduced in which primitive elements play an important role for action, perception,
and their acquisition and development. Such primitive elements might be phonemes,
words, elementary motions, primitive objectives in tasks, objects or parts of objects
in visual scenes, or multimodal elements combining several of these. In this thesis we
explore this notion of primitive elements and various aspects of it. This study and
its presentation is organized along specific axes that are listed below.
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How can the intuition about simple and complex be made explicit and
implemented on a robot or artificial system? We have seen that the notions
of simple and complex, although being very intuitive, are not so easily formalized and
that some perspectives can lead to definitions that are even opposite to their intuitive
counterpart. We have discussed that one approach is to define the complex as the
combination of several simpler parts. This shifts the question of defining simple
and complex to the nature of the algebraic properties of the simple or primitive
elements. We introduced several ways of combining primitive elements into complex
ones. Given one of these, the question of the implementation remains: how can the
low-level representation of motion or sound include sufficient algebraic properties
so that real complex sounds are well represented as combinations of simpler ones,
under these properties? In other words, the question is to find representations of the
perception and associated algorithms that are good substrates to the emergence of
behaviors, regarding the simple to complex paradigm, that match the observation of
children behaviors.

How can primitive elements emerge or be discovered through interaction
of the agent with its physical and social environment? The importance of
this question for both the understanding of children development and the conception
of robots with similar capabilities is quite straightforward. However the diversity
in nature in physical and social interactions that are essential to this emergence
suggests a large number of candidate principles that could explain it. We study this
question with a focus on the approach stating that the compositional understanding
occurs after global representation of stimuli and actions.

What mechanisms can overcome the intrinsic ambiguity and indetermi-
nacy that is characteristic of many approaches regarding the learning and
emergence of these primitive elements? Many of the questions regarding the
decomposition of perception into meaningful parts are actually very ambiguous. We
have introduced several examples of such ambiguity as for example the decomposition
of sentences into words or the relation between a word and its meaning. Communi-
cation with humans requires that these ambiguities are resolved; furthermore the
mechanisms used by humans to resolve similar ambiguous issues seems to be central
in their development. Therefore gaining insights on these mechanisms is expected to
provide a better understanding of the associated cognitive processes.
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Chapter 2

Technical background

As a preliminary to the presentation of experiments in direct relation to the subject
of this thesis, we present separately in this chapter a set of technical details, in
order not to burden the main presentation. Although the theories and algorithms
presented in this chapter are important for a deep understanding and reproduction
of the experiments, they are not essential for their high level understanding and my
be skipped by most readers.

2.1 Nonnegative matrix factorization

Experiments presented in chapters 3, 5 and 6 are based on the nonnegative matrix
factorization algorithm. Although slightly different versions of this algorithm are
used in various experiments, we give here a unified presentation of these algorithms.

2.1.1 Problem description

Non-negative Matrix Factorization (NMF, Paatero and Tapper, 1994, Lee and Seung,
1999) is a well-known machine learning algorithm. Given a data matrix V ∈ RF×N

which columns are examples, with non-negative coefficients, it approximates it as the
product:

V ≃W ·H.

W ∈ RF×K and H ∈ RK×N also are non-negative. When the inner dimension K of
the product is smaller than original dimension M and number of examples N , this
achieves data compression by capturing structure in the matrix W .

Furthermore, with previous notations, the reconstructed matrix, W ·H, is of rank at
most K, which makes this process a low rank approximation.

This is a form of dictionary learning in the case of non-negative data, where the
columns of W are called atoms. The non-negativity constraint fits well in the case of
frequency-like coefficients in the data matrix, which happens when histograms are
used as data representation.

19
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Singh and Gordon (2008) presents a broad range of matrix factorization and clustering
algorithms in a unified frame that consists in solving a optimization problem.

argmin
(W,H)∈C

D(V, f(W ·H)) +R(W,H) (2.1)

The following modeling components are identified in Singh and Gordon (2008):

• constraints on W and H represented as set C,

• measure of loss D, often a generalized Bregman divergence,

• transformation f ,

• regularization R.

The basic NMF algorithms frame in eq. (2.1) with R = 0, f equals to identity
and only constraining W and H to have non-negative coefficients, that is to say
C = RM×K

+ × RK×N
+ .

Problem ambiguity

It is important to notice at that point that the problem addressed by non-negative
matrix factorization does not have an unique solution. For example, for any invertible
matrix M ∈ SLk, W

′ =W ·M and H ′ =M ·H yield the same product as W and
H: W ·H =W ′ ·H ′.

Some ambiguity in the solution of NMF problem exists for any factorization and is
treated in this section. However even other sources of ambiguity can arise, depending
on the generative model of the data. A geometrical model and an analysis of these
questions are provided in Appendix A.2.

As pointed out in previous paragraph, any non-singular matrix M can transform the
terms of the factorization without changing the result: W ·H = (W ·M)(M−1 ·H).
In addition if both M and M−1 are non-negative, then the new factors are still
non-negative.

It is easy to show that the converse is true: if a matrix M is such that, for any W
and H, W ′ =W ·M and H ′ =M ·H are non-negative and yield the same product
as W and H: W ·H =W ′ ·H ′, then M must be non-singular and both M and M−1

must be non-negative.

Furthermore, the set of invertible non-negative matrices with non-negative inverse is
exactly the set of monomial matrices, that is to say matrices that are the product of
a diagonal matrix with positive coefficients and a permutation matrix (Plemmons
and Cline, 1972).

Thus the only transformations that leave unchanged any non-negative factorization
are the compositions of a scaling of columns and a permutation of columns.

In order to compare two non-negative factorizations of the same non-negative matrix,
it is useful to be able to normalize or compare such factorizations in a robust way
regarding these transformations.
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Dealing with scaling The easiest way to remove ambiguity due to scaling inde-
terminacy is to normalize the columns of W or H, for some norm or metric.

Dealing with permutations At least two approaches can be used to get rid of
the permutation invariance of the factorization.

• A first approach is to use a total order on the columns to W or H to sort them
increasingly. This yields a canonical form for the factorization. Any total order
can be used. However this method might not be robust to noise (for example,
using lexical order on coefficients of columns, a small perturbation on the first
coefficient would change the ordering regardless the other coefficients).

• For the purpose of comparison between factorizations, it might be useful to
define a distance between two such factorizations. For example from a measure
of distance d between columns of W one could define the distance:

D(A,B) = argmin
σ∈Sn


i

d(Ai, Bσ(i))

Computing such a distance would be done in O(K!) by a naive approach,
however this problem is equivalent to finding a coupling of minimum weight
in a bipartite graph, which can be solved by Kuhn-Munkres algorithm1 (a.k.a.
Hungarian method) in O(K3).

Loss

The factorization of V as W · H is obtained through an optimization process, in
which distance between data matrix V and reconstructed matrix W ·H is minimized.
We call cost function the function L(V,W ·H) that we want to minimize.

The first descriptions of NMF algorithms have been using both Frobenius norm and
generalized Kullback-Leibler divergence on matrices.

Most common algorithms however extend well to the broader class of generalized β-
divergence, which are separable (i.e. expressed as a sum over functions on coefficients)
defined as follows:

Dβ(V |Y ) =

F
f=1

N
n=1

dβ(Vfn|Yfn) (2.2)

where dβ(x, y) =


x
y − log x

y − 1 : β = 0

x log x
y − x+ y : β = 1

1
β(β−1)


xβ + (β − 1)yβ − βxyβ−1


: β ∈ R\{0, 1}

(2.3)

Cases where β equals 2, 1 and 0 corresponds to Frobenius norm, I divergence and
Itakura-Saito divergence.

1http://en.wikipedia.org/wiki/Hungarian_algorithm

http://en.wikipedia.org/wiki/Hungarian_algorithm
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The Frobenius norm is one of the most common norms on matrices. The
Frobenius norm of a matrix A, denoted by ∥A∥F is defined as the square root of the
sum of the square norms of columns of A.

∥A∥F =

m
i=1

n
j=1

ai,j
2 (2.4)

= Tr(ATA) (2.5)

The Kullback-Leibler divergence is an information theoretic measure of the
similarity between two probability distributions. It is denoted by DKL (p∥q) and
defined, for to probability distributions p and q as:

DKL (p∥q) =

x∈X

p(x) ln


p(x)

q(x)


(2.6)

= H(p, q)−H(p) (2.7)

where H(p) and H(p, q) are the Shannon entropy of p and the cross entropy of p and
q.

For nonnegative matrices A and B a variant called generalized Kullback-Leibler
divergence or I-divergence is often considered. It is defined as follows:

DI (A∥B) =

i,j


Ai,j ln


Ai,j

Bi,j


−Ai,j +Bi,j


. (2.8)

2.1.2 Basic algorithms

Many algorithms have been designed to solve the NMF problem. While gradient
descent can be used to find a local minimum of the joint problem, it is often more
efficient (Lin, 2007) to use an EM-like approach based on alternating steps solving
the problem in W and H. For the latter approach, the most common approached
are: alternate gradient descents and multiplicative algorithms.

Both families share a common optimization approach: alternate optimization on
matrices W and H. The following method was initially developed to take advantage
of the convex nature of L(V,W ·H) both in W and H in cases such as Frobenius
norm or generalized Kullback-Leibler divergence (for β-divergences this happens for
β ∈ [1, 2]) to perform alternate optimization on W and H. However, since even these
cost function are not jointly convex in W and H, these methods can only converge
towards local minimums.

Alternate projected gradient descent for β-divergence

The alternate projected gradient descent algorithms are based on alternating updates
of the form presented in eqs. (2.9) and (2.10), where η is an update parameter. P is
the projection on the first orthant, which means it replaces all negative entries in the
matrices by 0.
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H ←− P

H − η ∂Dβ(V |WH)

∂H


(2.9)

W ←− P

W − η ∂Dβ(V |WH)

∂W


(2.10)

These gradients are easily shown to be given by the following formula where the

same notation is used for the real function
∂dβ(x,y)

∂y and its point-wise extension to
matrices.

∂Dβ(V |WH)

∂H
=WT · ∂dβ

∂y
(V,WH) (2.11)

∂Dβ(V |WH)

∂W
=
∂dβ
∂y

(V,WH) ·HT (2.12)

Actually these formulas are not restrictive to the case of β-divergences but to all
separable cost function. In the particular case of the family of β-divergence, the
element-wise derivatives to use are given in eq. (2.13).

∂dβ
∂y

(x, y) =


1
y −

x
y2 : β = 0

1− x
y : β = 1

yβ−1 − xyβ−2 : β ∈ R\{0, 1}
(2.13)

In order to get an efficient gradient descent algorithm it is necessary to use a step
size adaptation method.

Multiplicative updates

This section is mainly based on presentation by Févotte and Idier (2011), please refer
to this article for a more in-depth description of those algorithms.

Auxiliary function In this section we consider the case of separable cost functions
in the particular example of β-divergences, for which the optimization with respect
to H can be made separately on each columns of H. The same result is true for
columns of W . Furthermore since D(X|Y ) = D(XT |Y T ) each result on H for the
optimization problem can be literally transposed to W by replacing V by V T and
thus H by WT and W by HT .

Targeting alternate optimization process we consider the problem, argmin
h∈RK , h≥0

C(h)

with C(h) = Dβ(x|Wh). To solve it we introduce auxiliary functions as follows.

Definition (Auxiliary function). G : RK
+ × RK

+ −→ R+ is said to be an auxiliary
function of cost C if and only if

(i) ∀h ∈ RK
+ , C(h) = G(h, h)
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(ii) ∀(h, h̃) ∈ (Rk
+)

2
, C(h) ≤ G(h, h̃)

The idea behind auxiliary functions is that if a sequence of values (ht) is such that
G(ht+1, ht) ≤ G(ht, ht) then

C(ht+1) ≤ G(ht+1, ht) ≤ G(ht, ht) = C(ht)

and thus the sequence (C(ht)) is non-increasing.

To construct such an auxiliary function we use a convex-concave-constant decomposi-
tion of dβ , that is to say functions d̆, “d and d̄ which are respectively convex, concave
and constant with respect to their second variable, all differentiable with respect to
the second variable and such that

dβ(x, y) = d̆(x, y) + “d(x, y) + d̄(x).

In the following we also assume that these functions are differentiable with respect
to y. Such a decomposition is given in Table 2.1

Theorem 1. Let h̃, h ∈ RK
+ , and ṽ = Wh, the function defined by eq. (2.14) is an

auxiliary function for the β-divergence loss,

G(h|h̃) =

f


k

wfkh̃k
ṽf

d̆

vf |ṽf

hk

h̃k


+ “d′(vf |ṽf )


k

wfk(hk − h̃k) + “d(vf |ṽf ) + d̄(vf )


(2.14)

d̆(x|y) d̆′(x|y) “d(x|y) “d′(x|y) d̄(x|y)

β < 1, β ̸= 0 −1
β−1

xyβ−1 −xyβ−2 1
β
yβ yβ−1 1

β(β−1)
xβ

β = 0 xy−1 −xy−2 log(y) y−1 x(log(x)− 1)

1 ≤ β ≤ 2 dβ(x|y) d′β(x|y) 0 0 0

β ≥ 2 1
β
yβ yβ−1 −1

β−1
xyβ−1 −xyβ−2 1

β(β−1)
xβ

Table 2.1: Auxiliary function for the β-divergence

Maximization-Minimization In this paragraph an update rule for h will be
chosen such that the next value hMM solves:

hMM = argmin
h

G(h, h̃).

This is obtained from current value h̃ by equation (2.15). The values γ(β) are given
in Table 2.2.

hMM
k = h̃k


f

wfkvf ṽ
β−2
f

f

wfkṽ
β−1
f

γ(β)

(2.15)
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β < 1 1 ≤ β ≤ 2 β > 2

γ(β) 1
2−β

1 1
β−1

Table 2.2: Values γ(β)

The update rule can actually be re-written in terms of matrix operations, in which it
takes a relatively simple form. We denotes the Hadamard (i.e. entry-wise) product by
⊗ and the entry-wise division with fractions. In this section matrix power is meant
entry wise.

H ← H ⊗
WT


V ⊗ (WH)

β−2
WT (WH)

β−1
W ←W ⊗


V ⊗ (WH)

β−2
HT

(WH)
β−1

HT
(2.16)

Heuristics algorithm Another kind of update, that guarantees G(ht+1, ht) ≤
G(ht, ht) at least for β in [0, 1] is given by equation (2.17).

hMM
k = h̃k


f

wfkvf ṽ
β−2
f

f

wfkṽ
β−1
f

(2.17)

Frobenius norm and I-divergence In Frobenius and generalized Kullback-
Leibler cases, γ(β) = 1 thus there is no difference between the two variants of
the algorithm. More precisely the associated multiplicative updates were introduced
by Lee and Seung (2001). 1 denotes a matrix which coefficients are all ones.

H ← H ⊗ WTV

WTWH
W ←W ⊗ V HT

WHHT
Frobenius update (2.18)

H ← H ⊗
WT V

WH
WT · 1

W ←W ⊗

V

WH
HT

1 ·HT
I-divergence update (2.19)

2.1.3 Variants and improvements

Sparse NMF

Sparseness of the components or the coefficients can be enforced for NMF. However
several approaches may be used to achieve this goal.

Projected gradient Hoyer (2004) proposes a measure of sparseness of a nonnega-
tive vector as follows:

sparseness(x) =

√
n∥x∥2 − ∥x∥1
∥x∥2(

√
n− 1)

(2.20)
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It is defined for any x which is nonzero and takes values in [0, 1].

Hoyer then proposes to solve the NMF problem with the additional constraint that
any column of W and row of H has a fixed sparseness. Hoyer also provides an
algorithm to project to the set satisfying the constraint.

Regularization Févotte and Idier (2011) present propose algorithms to solve the
NMF problem extended with a sparsity inducing regularization of the dictionary or
coefficients based on the l1 norm.

Semi-NMF and convex-NMF

See the paper of Ding et al. (2010) for semi and convex algorithms and clustering
interpretation; see work from Févotte and Idier (2011) for adaptation of β-NMF
algorithm.

2.2 Inverse reinforcement learning

This section provides a general presentation of the fields of reinforcement learning
and inverse reinforcement learning whose concepts are supporting the experiments
from chapter 4. Further details are also provided on specific inverse reinforcement
learning algorithms on which the algorithm presented in section 4.3 is based.

2.2.1 Background: reinforcement learning

This paragraph provides a quick introduction of the concepts grounding reinforcement
learning. A more extensive introduction to reinforcement learning is given by Sutton
and Barto (1998).

“ Reinforcement learning is a computational approach to understanding and
automating goal-directed learning and decision-making. It is distinguished from
other computational approaches by its emphasis on learning by the individual
from direct interaction with its environment, without relying on exemplary
supervision or complete models of the environment. ”

Richard Sutton and Andrew Barto, Reinforcement learning (1998)

One important motivation behind reinforcement learning is to provide a model for
trial and error learning, as originally described by Thorndike (1911). The technical
background for such models was developed on top of previous work on dynamic
programming (Bellman, 1957a) andMarkov decision process (Bellman, 1957b, Howard,
1960).

The agent and the world

The reinforcement learning model introduces an important, and sometime counter-
intuitive, separation between an agent and its environment. It also assumes that
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the agent is involved in a discrete sequence of interactions with the environment.
More precisely, at discrete time steps t, the agent measures the state xt ∈ X of the
environment and performs an action at ∈ A. The action triggers a change in the
state of the environment and the emission of a reward rt from the environment to
the agent (see fig. 2.1). The distinction between the agent and the environment
can be misleading for it does not in general correspond to the physical separation
between the body of the agent and its living environment. Instead anything that is
not in direct control of the agent’s decisions, such as the reward, is considered part
of the environment. This differs from a more intuitive model of an animal in which
the reward may be a hormonal response to having eaten, thus being emitted by the
animal’s body and depending on a state of its body. Similarly, an agent may be
modifying its mental state which would thus be modelled as part of the environment.

Agent Environment

action

reward

observed state

Figure 2.1: The agent and the environment (reproduced from Sutton and Barto,
1998, p. 52).

The Markov property

Classical reinforcement learning assumes that the transitions between states of the
environment are Markovian. That is to say the probability distribution over next
state xt+1, given all previous states and actions, is such that, for all t ≥ 0:

P (xt+1|x0, . . . , xt, a0, . . . , at) = P (xt+1|xt, at).

That probability distribution is often denoted as the transition probability. Similarly,
the reward received by the agent at time t is assumed to only depend of at and xt.

The policy

The policy is the model of the agent behavior; it may be understood as an equivalent
of the stimulus-response rule. The policy is a distribution over possible actions taken
by the agent at time t, given the history of the environment state. The policy is
called deterministic when the distribution degenerates to a function, that is to say
when only one action has nonzero probability.

A policy is said to be stationary when it only depends on current state of the
environment. Under the Markovian hypothesis, since the reward only depends on the
current state and the action taken, stationary policies can achieve the same expected
rewards as general policies. Therefore, we can safely restrict to the class of stationary
policies.
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Markovian decision process

A Markovian decision process (MDP) is defined as a state space X , an action space
A, a transition probability P , a reward function r, and a return. The return defines
a notion of accumulated reward. For example one could consider the average return
over a period T , defined as:

Raverage =
1

T

T−1
t=0

rt,

or the discounted return over an infinite horizon, with discount factor γ < 1, defined
as:

Rdiscounted =

t≥0

γtrt.

A MDP is the problem of determining policies that maximize the expected return.
Both definition of return lead to similar results; in the following we focus on the
discounted return. The MDP is then denoted by a quintuple (X ,A, γ, P, r). P is a
mapping from state actions pairs to probability distributions over next states. We
denote by P (x′|x, a) the probability to transition to state x′ from state x, knowing
that action a was taken. Finally, r : X ×A → R is the reward function.

Dynamic programming

For a given MDP and a given stationary policy π, that is a mapping from states
to probability densities over actions, one can define the value function V π and the
action value function Qπ2:

V π(x) = E

 ∞
t=0

γtr(Xt, At)

X0 = x


(2.21)

Qπ(x, a) = E

 ∞
t=0

γtr(Xt, At)

X0 = x,A0 = a


. (2.22)

The expectations are taken over all possible trajectories (Xt, At)t≥0. Functions
verifying the following equations are called optimal value function and optimal action
value function:

V ∗(x) = sup
π
V π(x), ∀x ∈ X (2.23)

Q∗(x, a) = sup
π
Qπ(x, a), ∀(x, a) ∈ X ×A. (2.24)

A policy that is optimal (w.r.t. to eq. (2.23) or eq. (2.24)) over all states is
said to be optimal. Greedy policies over Q∗, that is to say policies such that
π(argmaxaQ

∗(x, a)|x) = 1, are known to be optimal. They are in particular de-
terministic policies, which state that the existence of that maximum implies the
existence of optimal deterministic policies.

2For infinite state or action space some additional hypothesis is required for these functions to
be finite, such as the boundedness of the reward function.
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Equations (2.21) and (2.22) are equivalent to the following fixed point equations,
also denoted as Bellman equations.

V π(x) =

a∈A

π(x, a)

r(x, a) + γ

y∈X

P (y|x, a)V π(y)

 (2.25)

Qπ(x, a) = r(x, a) + γ

y∈X

P (y|x, a)

b∈A

π(y, b)Qπ(x, b) (2.26)

Similarly, eqs. (2.23) and (2.24) are equivalent to the following fixed point equations,
denoted as Bellman optimality equations.

V ∗(x) = max
a∈A

r(x, a) + γ

y∈X

P (y|x, a)V ∗(y)

 (2.27)

Q∗(x, a) = r(x, a) + γ

y∈X

P (y|x, a)max
b∈A

Q∗(x, b) (2.28)

The right members of these equations defines the Bellman operators and Bellman
optimality operators. The contracting property of these operators is sufficient to
prove the existence and uniqueness of solution of these equations from the Banach
fixed point theorem3, in the case of discrete state and action spaces. Interestingly
this property provides a Picard iteration algorithm to compute value and optimal
value functions, named value iteration, which grounds dynamic programming.

2.2.2 What is inverse reinforcement learning?

In the formulation of reinforcement learning, the reward function is assumed to
be fixed and unknown but observed by the agent. Therefore, in order to build an
artificial agent, one must first fully specify that reward function, which turns out
to be both a very sensitive and difficult task. That difficulty yields limitations to
the accuracy of reinforcement learning models of living agents. Because the manual
specification of the reward function results in this limitation, the agent model could
instead be more accurately fitted to reality by learning the reward function, from
observation of the behavior it produces. That statement lead Russell (1998) to
formulate the problem of inverse reinforcement learning as follows.

“ It seems clear, however, that in examining animal and human behaviour we
must consider the reward function as an unknown to be ascertained. [ . . . ]
Therefore, to model natural learning using reinforcement learning ideas, we must
first solve the following computational task, which we call inverse reinforcement
learning:

Given 1. measurements of an agent’s behaviour over time, in a variety of
circumstances, 2. measurements of the sensory inputs to that agent; 3. a model
of the physical environment (including the agent’s body). Determine the reward
function that the agent is optimizing. ”

Russell (1998)

3http://en.wikipedia.org/wiki/Banach_fixed_point_theorem

http://en.wikipedia.org/wiki/Banach_fixed_point_theorem
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Another application of inverse reinforcement learning is the field of robot programming
by demonstration. Instead of having a robot that copies the actions of a demonstrator,
the robot could infer the intention of the demonstrator and then attempt to solve
the same task. Indeed, copying the same action in a different context is often not
effective, whereas understanding the intention enables better generalization. In that
perspective, a reward function models the intention of the agent and is supposed
to shape its behaviors through reinforcement learning. In the following we adopt a
formulation of the problem in terms of a demonstrator or expert, whom an apprentice
learns to imitate.

Inverse reinforcement learning assumes the observation of actions from an agent. This
agent is modelled as optimizing an unknown reward function and an apprentice tries
to guess the reward function that the agent is optimizing. We make the simplifying
assumption that the demonstrator and the apprentice share a common representation
of the world, as a set X of states, a set A of actions, and transition probabilities
P . We represent the demonstrator’s intention in the form of a reward function r,
which defines a Markov decision process (MDP), that is a quintuple (X ,A, γ, P, r)
(see section 2.2.1). Finally, the objective of inverse reinforcement learning is to infer
the reward function r, given a set of observations that are couples (xt, at) of states
xt ∈ X and action at ∈ A from the demonstrator. The demonstrator or expert is for
that assumed to act optimally or nearly optimally. Strictly speaking, the optimality
of the demonstrator means:

at ∈ argmax
a∈A

Q∗
r(xt, a).

It is important to notice here, that, in opposition to section 2.2.1, we have written
the dependency of the MDP, and in particular the value functions, in the reward.

Limitations of the reward estimation problem

Unfortunately, the problem we have just formulated is ill-posed. First of all the null
reward is always a solution since it leads to constant null functions and therefore

argmax
a∈A

Q∗
r(x, a) = A

for all x ∈ X . Similarly any constant reward function yield constant value functions,
which makes any policy optimal.

Also, as explained by Ng et al. (1999), for given state and action spaces, any potential-
based function (see the definition below) can be added to a reward function without
changing the set of optimal policies. Their result also comes with a weaker converse:
no other function can be added to any MDP without modifying the set of optimal
policies. Finally, the sufficient condition also guarantees stability of the set of
near-optimal policies.

Definition. Let F be a real-valued function on X ×A×X . It is said to be potential-
based if there exists a real-valued function ϕ : X → R such that for all x ∈ X , a ∈ A,

F (x, a, x′) = γϕ(x′)− ϕ(x)

Theorem 2. (Ng et al., 1999)
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• Sufficiency. If F is a potential-based function than any optimal policy of
M = (X ,A, P, γ,R) is an optimal policy of M ′ = (X ,A, P, γ,R + F ) (and
vice-versa).

• Necessity. If F is not a potential based function, then their exist (proper)
transition functions P and a reward function R : X × A −→ R such that no
optimal policy in M ′ = (X ,A, P, γ,R + F ) is optimal in M = (X ,A, P, γ,R).4

The theorem from Ng et al. (1999) considers a definition of reward functions slightly
extended with respect to the one we use here: the reward is a function of next state in
addition to current state and current action. The notion of potential-based function
as defined above does not make sense without that formulation. However, the same
sufficiency result holds if we define in average potential-based functions, in terms of
expected next state, given an action. That is to say a function F such that their
exists a potential ϕ for which:

F (x, a) = γ E
x′∼P (·|x,a)


ϕ(x′)


− ϕ(x).

Such function is not always potential based in the sense of Ng et al. (1999) but the
necessity condition holds.56 Following this comment, in the case of non-deterministic
transition functions (for which some functions are not potential based but potential
based in average), the class of rewards that share the same set of optimal policies
can be expanded.

Finally other context dependant functions may, for a given family of transition
functions, be added to the reward function without changing the set of optimal
policies. Also the previous discussion only covers additions to the reward function but
not others transformations. For example we mentioned that the scalar multiplication
of the reward leaves invariant the set of optimal policies.

Formulations of the reward estimation problem

From the high level formulation of the inverse reinforcement learning problem by
Russell (1998), several more precise formulations have been made in order to bring
the problem to the range of algorithmic formulations.

First of all, Ng and Russell (2000) introduce a characterization of rewards that
make an action optimal. The following formulation uses a matrix representation of
the transition function: for each action a, Pa contains the transition probabilities
between states. Also r is assumed to only depend on the state and be bounded by
rmax; it is represented as a vector of one value for each state. Finally, for simplicity,
the actions are supposed to be re-ordered for each state in such a way that one action
a∗ is optimal for all states. The symbol ⪰ denotes that each coefficient is greater.

4The theorem as formulated above is not true since a constant value can be added to the reward
function without changing the optimality of policies. Ng et al. (1999) actually mention this fact
in the demonstration of the necessity condition because they need to shift to zero the F function.
However, for this transformation to be made without loss of generality the necessity condition needs
to be slightly relaxed.

5Actually the proof does not change.
6Although this may seem in contradiction with the necessity condition from the theorem, it is

not. Indeed, the in average potential based functions depend on the transition function. Therefore
they do not leave invariant the set of optimal policies for any MDP.
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Theorem 3. (Ng and Russell, 2000) Let a finite state space X , a finite set of actions
A, transition probability matrices


Pa


a∈A, and a discount factor γ ∈ ]0, 1[ be given.

Then the policy π given by π(x) = a∗ is optimal if and only if, for all a ̸= a∗, the
reward r satisfies: 

Pa∗ −Pa


I− γPa∗

−1
r ⪰ 0

Ng and Russell (2000) use the previous theorem to derive an optimization problem.
For that they use the heuristic that the solution reward function should, in addition
to make the observed policy optimal, maximize the loss in return induced by diverging
from that policy. This is obtained by maximizing the quantity:

s

min
a̸=a∗


Pa∗(s)−Pa(s)


I− γPa∗

−1
r

Finally, they also penalize the norm ∥r∥1 of the solution reward and bound its
coefficients. The inverse reinforcement learning problem then takes the form of a
linear programming problem.

maximize

s

min
a̸=a∗


Pa∗(s)−Pa(s)


I− γPa∗

−1
r − λ∥r∥1

such that

Pa∗ −Pa


I− γPa∗

−1
r ⪰ 0, ∀a ̸= a∗

∥r∥∞ ≤ rmax

Matching expected features Another interesting formulation of the inverse
reinforcement learning problem is expressed in terms of expected feature vector. In the
case where the reward function is assumed to be linearly parametrized on a feature
vector ϕ, that is r(x) = θTϕ(x) for any state s, we define the feature expectation
under policy π as

f(π) = E
(xt)∼π

 ∞
t=0

γtϕ(xt)


.

It follows immediately that the expected return for policy π is given as the scalar
product R(π) = θT f(π). The feature expectation under expert policy, f(πE) can be

empirically estimated from the demonstrations as f̂E . Abbeel and Ng (2004) state
that finding a policy π̃ that matches the expert’s feature expectation to a certain
error is sufficient to achieve a return that is close, at most to the same error, to the
expert’s empirical return under the real reward.

Proposition 1. (Abbeel and Ng, 2004) Let π̃ be a policy and ε > 0.

If ∥f(π̃)− f̂E∥2 ≤ ε then for any parameter ∥θ∥2 ≤ 1 and reward θTϕ:

∥R(π̃)−R(π̂E)∥2 ≤ ε

The proposition is actually a trivial consequence from the Cauchy-Schwartz inequality,
which is used as a starting point by Abbeel and Ng (2004) to express the problem
of matching the expert’s expected features. This leads to a new formulation of the
inverse reinforcement learning problem back into an apprenticeship learning problem:
the goal is not any more to recover the real reward function but to find a policy that
behaves as well as the expert’s under the real reward.
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Matching the policy Finally, another approach is to directly target the imitation
of the expert’s policy, but parametrized in the reward. That is to say find a reward
function r such as the optimal or nearly optimal policy πr associated to that reward
function is as close as possible to the expert’s, that is to say solve the following
problem for a given norm ∥ · ∥.

argmin
r
∥πr − πE∥

This approach is followed by Neu and Szepesvári (2007) and their algorithm to solve
it is detailed in section 2.2.3.

2.2.3 Algorithms for inverse reinforcement learning

Various algorithms have been developed to solve the various formulations of the
inverse reinforcement learning problem, as introduced in previous section.

Some approaches such as those of Ng and Russell (2000) and Ramachandran and
Amir (2007) directly attack the ill-posed problem of inferring the real reward function.
For that they need to introduce additional constraints on the problem. Ng and Russell
(2000) then use linear programming while Ramachandran and Amir (2007) introduce
a Markov chain Monte-Carlo algorithm.

Other approaches focus on finding policies that achieve as well as the expert’s on
the real, unknown, task. For example, Abbeel and Ng (2004) introduce a quadratic
programming and a projection algorithm to solve that task.

Finally, several algorithms have been developed to match the expert’s policy with
a learnt policy that is parametrized in the reward function. Examples include the
approach from Neu and Szepesvári (2007) described below, as well as the one from
Ratliff et al. (2006).

Gradient inverse reinforcement learning

In this section we present the algorithm and results introduced by Neu and Szepesvári
(2007). For more details and proofs the reader is invited to refer to the original paper.

Inverse reinforcement learning for apprenticeship learning is based in the assumption
that the expert’s intention is to solve a task, modeled by a reward function. Mimicking
the expert behavior therefore consists in using a policy that is optimal for the same
reward. The hybrid approach from Neu and Szepesvári (2007) focuses on learning a
reward such that an associated optimal policy matches the expert’s actions.

In the following we assume that the model of the world, that is composed of states,
actions, and transitions, is fixed and that the discount factor γ is known. However
we represent the intention of a demonstrator (called expert) as acting optimally with
respect to a task that is modelled as a reward function. Since the model of the world
is fixed no distinction is made between a reward function r and the associated MDP,
MDP (r).

We assume that we observe demonstrations ξ from an expert, that are sequences
(xt, at) of states xt ∈ X and action at ∈ A, such that ξ = (xt, at)t∈[|1,T |].
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In this single task setup, the expert provides one or several demonstrations of solving
the same task. The expert actions are modeled by a stationary policy πE . The
objective of apprenticeship learning becomes to find a policy π that minimizes the
cost function from eq. (2.29), in which µ denotes the average state occupation, that

is to say µE(x) = lim
T→∞

Eπ
1
T

T
t=1

δXt=x .

J(π) =


x∈X ,a∈A
µE(x)


π(x|a)− πE(x|a)

2
(2.29)

For an expert demonstration represented by ξ = (xt, at)t∈[|1,T |] one estimates J by

eq. (2.30), in which µ̂E,ξ and π̂E,ξ are empirical estimates of µE and πE from ξ.

Jξ(π) =


x∈X ,a∈A
µ̂E,ξ(x)


π(x|a)− π̂E,ξ(x|a)

2
(2.30)

In the following the reward rθ is parametrized by θ ∈ Θ where Θ ∈ Rd and we
denote by Q∗

θ the optimal action value function of the MDP associated to rθ. In
practice linear features are used for r. Let G be a smooth mapping from action value
functions to policies that returns a close to greedy policy to its argument. Instead
of minimizing Jξ over any subset of policies, Neu and Szepesvári (2007) suggest to
constrain π to be of the form πθ = G(Q∗

θ).

Solving the apprenticeship learning problem is then equivalent to finding θ that
reaches:

min
θ∈Θ

Jξ(πθ) s.t. πθ = G(Q∗
θ). (2.31)

In practice, Neu and Szepesvári (2007) use Boltzmann policies as choice for the
G function, as given by eq. (2.32) where the parameter β is a nonnegative real
number. This choice ensures that G is infinitely differentiable. Assuming that Q∗

θ is
differentiable w.r.t. θ its first derivate is given by eq. (2.33).

G(Q)(a|x) =
exp

βQ(x, a)


a′∈A

exp

βQ(x, a′)

 (2.32)

∂G(Q∗
θ)(a|x)
∂θk

= G(Q∗
θ)(a|x)


∂Q∗

θ(x, a)

∂θk
−

a′∈A

πθ(a
′|x)∂Q

∗
θ(x, a

′)

∂θk


(2.33)

The following proposition from Neu and Szepesvári (2007) provides both guarantees

that
∂Q∗

θ(x, a)

∂θk
is meaningful and a practical way to compute it.

Proposition (Neu and Szepesvari). Assuming that rθ is differentiable w.r.t. θ and
sup(θ,x,a)∈Θ×X×A <∞, the following statements hold:

1. Q∗
θ is uniformly Lipschitz-continuous as a function of θ in the sense that there

exist L′ > 0 such that for any (θ, θ′) ∈ Θ2, |Q∗
θ(x, a)−Q∗

θ′(x, a)| ≤ L′∥θ − θ′∥
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2. The gradient ∇θQ
∗
θ is defined almost everywhere7 and is a solution of the

following fixed point equation, in which π is a greedy policy on Q∗
θ:

φθ(x, a) = ∇θr(x, a) + γ

y∈X

P (y|x, a)

b∈A

π(b|y)φθ(y, b) (2.34)

The previous result thus provides an algorithm, similar to dynamic programming
that yields the derivative of Q∗

θ with respect to θ. It it then easy to combine it
with the differentiates of Jξ with respect to π and G to obtain a gradient descent
algorithm that finds a local minima of the objective.

Neu and Szepesvári (2007) furthermore provide a variant of this algorithm following
a natural gradient approach.

7that is except on a set of measure zero
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Chapter 3

Learning a dictionary of
primitive motions

The idea of motion primitive, already introduced above in section 1.2, is both rooted
in biology (see Konczak, 2005, Mussa-Ivaldi and Bizzi, 2000, Tresch and Jarc, 2009)
and perceived as an appealing and efficient paradigm for robot programming (see
Cangelosi et al., 2010, Kruger et al., 2007): being able to encapsulate basic motion
representation and motor skills in a way that enables their combination is expected
to bring combinatorial growth of robot skills in place of the usually observed linear
growth. Indeed if a robot is capable of combine a new skill with all the other skills
it already knows, it actually has not learnt one skill but as many as the potential
combinations it can achieve. That way it scaffolds its knowledge in a way that models
the simple to complex learning trajectories observed in humans. The same principle
applies to the recognition of human motions (Nori and Frezza, 2004a).

However, we have seen in section 1.2 that the concept of motion primitive from
previous paragraph is vague and needs to be further defined. For instance, the
definition of motion primitive could be closely related to the nature of their potential
combinations into more complex motion or skills. In the next section, a closer look
is given to that concept of combination of primitive motions, with an emphasis on
two questions: “What does it mean to combine motion parts?” and “Where do the
primitives come from?”

The question of the nature of the composition is itself connected with issues of
motion or skill representation that make them compatible with such combinations,
but also with the algorithms that might be necessary to achieve the composition.
As for the second question, the origin of motion primitives can vary greatly in the
literature: some techniques involve pre-coded skills or motions, others, learning on
subproblems provided by a caregiver, learning from self-exploration, learning to
decompose a demonstrated motion or skill, etc. Finally the hierarchical nature of
a lexicon of primitives in which high order primitives are defined in terms not of
low levels primitives but intermediate ones, that in turn are defined on lower level
primitives, brings its own set of challenges. However we do not focussed on that
aspect in that work.

An approach to the learning of motion parts is to implement an algorithm that tries

37
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to closely match a decomposition of motions to the high level representation we,
as grown-up humans, have of that motion. However that high level representation
is highly dependant of our perceptual and motor apparatuses, our development
history, our culture, which makes that task highly ambiguous. Therefore in the
work presented in this section and more generally throughout this thesis we do not
build an artificial learner that explicitly constructs a lexicon of motion primitives
each of which represents one abstract gesture and then decompose the global motion
as the combination of these gestures. Rather we build a learner which internal
representation has combinatorial properties that makes it capable of capturing the
compositional aspect of the observed motion. Then, instead of analysing the quality
of that representation by an open-skull approach, we evaluate the learner on a social
task which requires the ability to perceive the combinatorial nature of motions. In this
example the task is to reconstruct a symbolic linguistic representation of the motion,
where the combinations of symbols matches the high level human perception of
motions. That way the agent is not designed to have a purely compositional approach
to learning but rather the compositional representation is expected to emerge in
order to solve the task: which means that the compositional understanding is a
consequence of the teleological understanding (using the terminology of Wrede et al.,
2012, as introduced in section 1.2). Finally that leads to the important distinction
between two aspects of decomposition: the intrinsic compositional properties of the
representation and the high level decomposition that is encoded in the structure of
the social task. The former is expected to act as a substrate for the latter.

Our contribution, presented in this chapter covers three important topics. First we
discuss the nature of combinations of motion primitives that are active simultaneously,
in contrast to the study of sequential motion primitives. Then, the experiment
performed in the following demonstrated how an agent can leverage the compositional
structure of motions to learn primitives that were demonstrated only in an ambiguous
manner, which means the learnt primitives where not demonstrated alone but always
mixed together. Finally this chapter provides an example of language grounding in
the case of a simple symbolic language with a combinatorial structure.

3.1 Combination and discovery of motion primi-
tives

This chapter targets the discovery of motion primitives that can be combined together
into complex motions. In this section we review and discuss the various meanings
of ‘combination’, properties of several approaches to motion representation, and
algorithms that can be used to decompose motions.

3.1.1 What does combination mean?

Sequencing is probably the most common way to combine motion primitives for
robotics. A simple example of sequential combination of motor primitives is: moving
to a door, turning the door knob, pushing the door and moving forward.

Despite looking quite coherent with our high level perception, the previous decompo-
sition is hiding a lot of complexity. Indeed, the actual motion executed to open the
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door might vary greatly depending on the kind and shape of the door knob: opening
a door with a round or a bar shaped knob is very different but perceived as the
same high level action. In that case both primitive are combined as two contextual
alternative into the high level action: if the knob is round, action 1 is executed, else
action 2 is used. Similarly two motion primitive can be combined through probabilistic
mixing : motion 1 is used with probability p and motion 2 with probability 1− p. In
other words the motion primitive is seen as a probability distribution over motions
and the combination of the primitives results from the mixture of the associated
probability distribution. The case of contextual alternatives can easily be fitted into
that formalism by considering probability distributions over motions, conditioned
by the context. Such a formalism is quite general and actually covers most of the
approaches encountered in the literature and described further.

Even with contextual alternative and probabilistic mixing, we still miss some structure
in our motivating example. While moving to the door one generally also looks at the
knob, prepare its hand to open the door, avoid obstacles, and eventually say “good
bye”, in a completely simultaneous way. It thus appears from a closer look that many
primitive motion happen in a concurrent manner, which may include several degrees
of independence or interaction between the motion primitives. For example one can
consider two motions happening independently, one on each arm (for example while
dancing), or superposed such as a perturbation being added to a reaching motion to
avoid an obstacle seen at the last moment. However independence is often too strong
an approximation and one must consider the interaction between motion primitives
in more details. For robotic applications, it is common that motion corresponds to
solving tasks that are prioritized such as grasp an object while keeping the user safe.
In such cases primitive motions corresponding to one task can be subordinated to a
more important task or hard constraints imposed by security. When soft constraints
are considered instead of subordination motion primitives can be competing with one
another. For example while walking and holding a cup of coffee, motions targeted
to maintaining the balance of the body are competing with those to maintain the
balance of the cup. If the coffee is moving too much the walker might modify his
gate to keep the coffee in the cup. If by accident the walker slip on a wet floor he
might not be able to keep the cup balance while correcting his own. Finally more
complex and general interactions between motion primitive might be considered.
High level motions like moving a finger in a straight line, actually involve complex
muscle synergies but also stabilization mechanisms that might use other parts of
the body. Therefore one could represent that by a motion primitive producing the
straight line and plugged into a control mechanisms for a muscle synergy, which can
be seen as a functional approach of motor primitives.

Each of these combinations can account for a subset of complex motions but are
not incompatible. However, it is still a difficult problem to find representations that
are general enough to cover a large range of possible combinations and still enable
efficient algorithms for combining and learning such primitive.

3.1.2 Motion representations

Artificial capture systems perceive motion as a signal, that is to say as a time indexed
sequence of values, and can be represented as such: it leads to what can be called a
signal processing approach to motion representation. Sequences of positions can then
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Figure 3.1: Sequential and parallel combinations of motions are well known from
choreographers and dancers. This example of dance annotation using Rudolph
Laban’s system illustrates such structure. Left and right parts correspond to two
interacting dancers. Each symbol encodes a gesture, vertical axis corresponds to
sequencing of gestures; gestures on the same horizontal line are concurrent. See
http://en.wikipedia.org/wiki/Labanotation for more information.

be cut in subsequences or concatenated. At each time step, body positions can be
the result of the addition of reference body positions encoded as a motion primitives,
and small perturbations (for example avoiding an obstacle) coded as other motion
primitives. Such decompositions are found in work from Li et al. (2010), Hellbach
et al. (2009), Taylor and Hinton (2009a).

The usual way to reproduce on a robot a motion recorded and represented that way
is to use control in position. Such approach actually hides that forces that need to be
applied to body joints to achieve the desired position: they actually transform each
position into a low level mechanisms, for examples, a PID1, that is used to make sure
the robot follows the targeted trajectory. Similarly one can use the velocity or the
acceleration trajectories to control the robot: for a sufficient sample rate or adequate
smoothing, these quantities can be directly derived from the trajectory.

In other words the previous approach is to represent motion primitives as being
mappings from time to control commands (for example positions, velocities). Let
denote by T an interval of integers or real numbers and by A the control space or
space of actions; following that view, a motion primitive is a mapping m : T −→ A.
Actually this is a naive representation of motion that only account for the way it
is perceived by simple sensors. That a PID or a similar mechanism is needed to

1A proportional integral derivative (PID) controller is control loop designed to minimize the error
between the measured outcome variable and a desired value. It is named after the three terms used
in the feedback function that are proportional to the measured error, its integral, and derivative
(See http://en.wikipedia.org/wiki/PID_controller).

http://en.wikipedia.org/wiki/Labanotation
http://en.wikipedia.org/wiki/PID_controller
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actually produce the motions indeed demonstrates that the nature of motion is more
a closed loop interaction between a body and an environment than an open loop
trajectory. Low-level control to following a predefined trajectory is however not the
only aspect of motion that imply closed loop interaction with the environment and
the trajectory approach to motion representation is often too restrictive: it does not
account for the perceived similarity between two grasping motion that may take the
form of completely different body trajectories.

Therefore it is often necessary and useful to represent motion primitives in a way
that takes into account the loop between stimulus, reaction of the agent, and its
effects on the environment. A common model is to represent the mapping between
the state of the world and the agent’s action. The notion of world generally includes
both the agent and the environment, or at least what can be perceived by the agent.
While defining what the world is is made easy by considering it to be ‘everything’, it
is generally more difficult to define precisely and represent in a computational way its
current state. The inclusion of the agent in the world is a way to account for internal
states of the agent (for example short or long term memory) without considering
the whole perceptual history of the agent; in other words, the state representation is
assumed to be rich enough for the agent to have a Markovian behavior.

Mappings from time and current state of the system to actions are often referred to
as deterministic policies. Denoting the state space by S, a deterministic policy is a
mapping π : T × S −→ A. Motion representation are often desired to include some
stochasticity; thus the more general notion of stochastic policy (or simply policy)
arises, that corresponds to a mapping π : T ×S −→ P (A), where P (A) stands for the
set of probability distributions over A, assuming it is defined in a meaningful manner.
A policy is called stationary when it is constant over time; that is a stationary policy
is a mapping π : S −→ P (A).

An important motivation behind stationary policies comes from decision theory and
reinforcement learning (see section 2.2). Reinforcement learning (see Sutton and
Barto, 1998, and section 2.2.1) studies agents interacting with a world, abstracted as
a state in a state space S, through actions in an action space A, and which ultimate
objective is to maximize a reward they get from the world. In the common case
where the world and the reward function are assumed to be Markovian, it is known
that there exist an optimal deterministic stationary policy. Therefore stationary
policies are a relevant representation for the motions of such an agent.

A large set of techniques exist to represent probability distributions and can be
applied to policies. The option framework developed by Sutton et al. (1999), explains
how to build hierarchical policies by extending the space of actions with primitive
policies called actions: such approach both represent sequencing and probabilistic
mixing of primitives. Similarly, hidden Markov models (HMM, Baum et al., 1970,
Rabiner, 1989) are used to encode, as a policy, transitions between the agent’s internal
states and the action they produce; they are also used at a higher level to encode
transitions between polices, that is to say their sequential combination (see Kulic
and Nakamura, 2010, Kruger et al., 2010). In the specific setting where actions are
reduced to velocities (assuming an adequate low level controller), Calinon et al. (2007)
chose to instead of directly representing the policy, represent the joint probability
over time, positions and velocities: given a position (or a distribution over positions),
the policy is obtained as the conditional distribution knowing that position. They
use Gaussian mixture models (GMM, Ghahramani and Jordan, 1994, Bishop, 2006,
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chapter 9) to represent the distribution; the mixture approach is in itself a way
to encode probabilistic mixing of very simple primitives, each corresponding to a
Gaussian. This approach have been extended to also represent sequencing of primitive
by using HMMs to encode transitions between motion primitives (Calinon et al., 2010,
Butterfield et al., 2010), sometimes called experts (Grollman and Jenkins, 2010).

An interesting aspect of the representation of motion primitives as probability
distributions over the position-velocity space is that it is a stochastic version of
the representation of the phase diagram of the dynamics of the agent. Indeed the
agent can be seen as a dynamical system which state s is ruled by a differential
equation of the form ṡ = f(s, t). The two representations are very close but focus
on different aspects of the motion. We have discussed how Mussa-Ivaldi and Bizzi
(2000) put in evidence the decomposition of control in a frog limb into control
primitive. Nori and Frezza (2004b,a) have extended this idea by building a basis
of primitive controller that can be used to provide reaching and tracking abilities
to a robot through simple linear combinations of the primitive controllers. The
coefficients of the linear combination are then obtained through a simple projection.
Williamson (1996) had previously developed a similar architecture with hand-crafted
primitives. Khansari-Zadeh and Billard (2011) and colleagues have studied how the
representation as dynamical systems of motions learnt from demonstration can be
enforced to satisfy some properties such as the stability of the underlying dynamical
system. In Mangin and Oudeyer (2012a), a very simple representation of such a phase
diagram for each body joint is shown to be sufficient to recognize dance gestures, as
further detailed in section 3.2.

The dynamical system approach to motion representation is also illustrated by
Ijspeert et al. (2003), Schaal (2006) who encode motion primitives as a phase2

indexed perturbation over a predefined dynamical system which encode an elastic
attractor dynamics. This representation is called dynamic motion primitives (DMP).
Stulp and Schaal have further demonstrated how to combine in sequence motion
primitive encoded that way (Stulp and Schaal, 2011). Daniel et al. (2012) provide an
algorithm to simultaneously learn several alternative policies, represented as DMPs,
and use them to solve an episodic reinforcement learning problem.

Finally, since motion primitives often are skills to achieve a certain task, a dual point
of view on the problem consist in representing the task itself, eventually together with
the associated skill. Such an approach is exemplified in work such as (Brillinger, 2007,
Hart et al., 2008, Hart and Grupen, 2011, Jetchev and Toussaint, 2011, Mangin and
Oudeyer, 2012b). Hart and colleagues further develop the subordinated composition
of motion represented in such a way. In our work (Mangin and Oudeyer, 2012b)
and further wok developed in chapter 4 we focus on the concurrent and competing
composition of such tasks.

3.1.3 Algorithms to decompose observed motions

Dictionary learning techniques have been applied to the discovery of motion primitives
from sequences. For example, Li et al. (2010) have used orthogonal matching pursuit
to decompose complex motions into simple motion patterns activated briefly along the

2That notion of phase is a flexible abstraction of time that can evolve non-linearly and easily
represent cyclical motions.



3.2. HISTOGRAMS OF MOTION VELOCITY 43

time dimension. The decomposition can then be used to perform both compression
and classification. This approach is actually an instance of the sparse coding approach
to signal processing, which has been extensively studied in other fields (Paatero and
Tapper, 1994, Lee et al., 2006, Hoyer, 2002, Aharon et al., 2005). Hellbach et al.
(2009) have also used non-negative matrix factorization to perform a decomposition
of globally unstructured motions in low level components and use it in a prediction
problem. The use of similar algorithms, but to learn simultaneous motion primitives is
detailed in section 3.3. Taylor and Hinton (2009a) showed that conditional restricted
Boltzmann machines can be used to learn a latent representation space for encoding
motion primitives.

Many approaches to representing motion primitives as probability distributions make
use of the expectation maximization (EM, Dempster et al., 1977, Ghahramani and
Jordan, 1994, Bishop, 2006, chapter 9) algorithm and its application to HMMs.
For example, Kulic and Nakamura have proposed in Kulic and Nakamura (2010)
a method that first performs an unsupervised segmentation of the motion signal
into small blocks through a first HMM, and then performs clustering over a HMM
representation of the found blocks, thus learning motion primitive as clusters. Kruger
et al. (2010), have proposed to first discover primitives by clustering action effects on
manipulated objects and then use the found clusters and associated segmentation to
train parametrized hidden Markov models that allow recognition and reproduction of
motions. Finally Calinon et al. (2010) and Butterfield et al. (2010) use EM for GMMs
and HMMs to discover and represent the transitions and sequential combinations
of primitives, while Grollman and Jenkins (2010) use a combination of EM and a
custom clustering algorithm.

3.2 Histograms of motion velocity

In our contribution Mangin and Oudeyer (2012a) we introduced a simple histogram
based representation of motion that can be seen as a rough approximation of the
phase diagram of the dynamics of one body joint, as discussed in previous section.
This representation is applied to choreographies and is shown to enable the discovery
and recognition of primitive gestures.

An important property of such histogram based representation, that makes it usable
with techniques like NMF, is that it represents data with vectors of non-negative
coefficients which can be combined through non-negative weighted sums.

In this section it is assumed that the motions of a human demonstrator are captured
as trajectories in angle and angle velocity spaces of several articulations of the human
body. Each trajectory on a specific body articulation (or degree of freedom) is
considered separately and the entire sequence of angles and velocities is transformed
into a histogram, represented by a fixed length non-negative vector. Vectors obtained
for each degree of freedom are then concatenated into a larger vector.

The velocity trajectories are obtained from an angle trajectory that is actually
captured: a delayed velocity is used to achieve better robustness to noise in the angle
sequences. More precisely ẋt = xt − xt−d is used to compute the velocities, instead
of being restrained to the case where d = 1. It is not necessary to divide by the fixed
time step since the histogram representation described in the following is invariant
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to scaling all the data by the same amount.

In Mangin and Oudeyer (2012a), we explore different approaches for the transforma-
tion of angles and velocities sequences into histograms. They differ on two modelling
choices:

1. Which data is used to build histograms?

2. Which method is used to build histograms?

Answers to the first question are related to the use of angles and velocities values.
While velocities can bring precious information, there are several ways of integrating
this information in the histogram representation:

1. consider only angles.

2. consider only velocities.

3. treat angles and velocities as separate degrees of freedom.

4. or use the two-dimensional angle-velocity vectors that is to say build histograms
on the joint angle-velocity space (see fig. 3.2).

We study two methods for building histograms. First, smoothed histograms can be
built on regularly distributed bins. More precisely we split the angle, velocity or
joint angle velocity space into a regular grid of bins. Histograms are built by counting
the number of samples from the trajectory falling into each bin and dividing by the
length of the trajectory. A Gaussian smoothing kernel is used to make point by point
comparison of histograms more robust to perturbations (Rubner et al., 2000). These
methods are referred to as Kernel Density Estimation (KDE) in the following.

item An alternative approach is to build histograms over a vector quantization,
which is a more adaptive binning process. Vector quantization (VQ) is performed
through a k-means algorithm. Then a histogram is built by counting the proportion of
samples falling into each cluster. We explore the use of both hard (each histogram is
only counted in one cluster) and softmax (each sample is counted in each cluster with
a weight depending on its distance to the cluster’s centroid) centroid associations.

Representing motion data by separate histograms on each degree of freedom leads to
two approximations:

1. for a given measurement in the trajectory, information about dependency
between different degrees of freedom is dropped.

2. the sequential information between measures for a given degree of freedom is
dropped.

Similar simplification have however been successfully used in two other fields. Ten
Bosch et al. (2008) have demonstrated that, even if sequential information may
appear necessary in language, and especially in speech utterances, very good word
discovery can be achieved without considering this sequential information. Both in
text classification and in computer vision bag-of-words techniques also achieve good
performances by dropping positional information of extracted local features (Joachims,
1997, Sivic and Zisserman, 2008).

Furthermore using histograms built on joint angle positions and velocities is similar
to representing transitions in angle space. By representing the sequence through
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Figure 3.2: Illustrations of concatenated histograms on positions (top) and joint
position and velocities (bottom). For the first one, x axis is associated to different
possible values for each angles and y axis to frequencies. On the second one frequencies
are represented through colors, x and y axis correspond respectively to values of
angles and velocities. (Best seen in color)

its transition we approximate it by a Markovian process. Such an approximation is
quite common in the gesture recognition and motion planning literature (Calinon
and Billard, 2009, Kulic et al., 2009).

The various methods for building the histogram based representation of motions
are compared in the experiment described in next section; relevant results for this
comparison are found in section 3.3.4.

3.3 Discover simultaneous primitives by nonnega-
tive matrix factorization

In this section we present results published as Mangin and Oudeyer (2012a). We
demonstrate how NMF techniques presented in section 2.1 can enable a system to
discover and learn to recognize gestures that are combined simultaneously to form
complex choreographies.

More precisely we consider a set of demonstrations each of which is a complex
choreography, complex meaning that it is composed of two or three primitive gestures.
Each demonstration is associated with a set of symbols that describe the gestures
composing the demonstration. Such symbols can be interpreted as an equivalent of
the symbols from fig. 3.1 provided to someone unfamiliar with Laban’s notation.

A learning system observes the gestures together with the unknown symbols and
build an internal (or latent) representation of the data. The symbols are said to
be ambiguous since several symbols that describe several gestures demonstrated
together, are always given at the same time. Therefore the system has not only to
learn a good enough representation of gestures to be able to recognize it, but also
has to discover which part of the complex motion is relevant for each symbol.

In a test phase the system is asked, given a new demonstration of a complex dance,
to yield symbols corresponding to that dance. The experiment demonstrates that the
system is capable of providing correct symbolic descriptions of new demonstrations
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Figure 3.3: In the training phase, the learner observes demonstrations of choreogra-
phies composed of several elementary gestures, and the associated set of linguistic
labels (left). After that the learner has to reconstruct the set of labels associated to
a demonstrated choreography (right). (Best seen in color)
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Figure 3.4: A set of the primitive dance movements that are mixed into demonstrated
choreographies is illustrated in this figure.

of choreographies even if the particular combination of gestures was never observed
during training: it therefore demonstrates that the system is capable to capture the
combinatorial aspect of the observed dance motions. The process is illustrated in
fig. 3.3

3.3.1 The choreography data

The data used in these experiments is described in more details in section appendix B.2
and available publicly3. It has been acquired from a single human dancer through
a KinectTM device and the OpenNITM software4 that enables direct capture of the
subject skeleton. The device and its associated software provides an approximate
3D position of a set of skeleton points. These points are then converted into 16
angle values representing the dancer position at a specific time. This conversion is
achieved through a simple geometrical model of human limbs. It is then converted
to position-velocity histograms with the techniques described in section 3.2.

The primitive dance motions used in our gesture datasets and illustrated in fig. 3.4
and table 3.1 are either associated to legs, as for example squat and walk movements,
to both arms, as clap hands and paddle, or to left or right arm, as punch, wave hand.
Yet this structure is not known by the system initially. They correspond to both
discrete and rhythmic movements. The motions were recorded from a single human
demonstrator in several sessions. Each motion was selected randomly and the names
of the basic gestures that composed it were given to the demonstrator. Recording of
the motions occurred through several sessions.

3Dataset and examples available at http://flowers.inria.fr/choreography_database.html
4http://www.openni.org

http://flowers.inria.fr/choreography_database.html
http://www.openni.org
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Id Limb(s) Description

1 right arm hold horizontal
5 raise from horizontal to vertical
6 lower from horizontal to vertical
10 hold horizontal and bring from side to front
19 both arms clap hands (at varying positions)
20 mimic paddling on the left
21 mimic paddling on the right
22 mimic pushing on ski sticks
23 legs un-squat
24 mimic walking
25 stay still
28 right leg raise and bend leg to form a flag (or “P”) shape
30 left arm hold horizontal
38 mimic punching
40 lower forearm from horizontal position
43 swing forearm downside with horizontal upper arm

Table 3.1: Primitive dance motions from the small mixed dataset

Three motion datasets are considered for these experiments. A first dataset is used
to separately study the efficiency of the various representations. In this dataset each
demonstration only includes one primitive dance motion. There are 47 different
dance primitive and the set contains 326 demonstrations. This dataset is referenced
as single primitive dataset.

Two other datasets are composed of demonstrations of complex choreographies,
composed of two or three randomly chosen compatible (that is spanned over separate
degrees of freedom) primitive motions. The first one contains 137 examples of
combinations of 16 distinct primitive dance motions. The second one, contains 277
examples with 47 primitive dance motions (the same as in single primitive dataset).
These datasets are referenced as small and full mixed dataset.

Since the datasets only contain a relatively small number of examples we used leave-
one-out cross validation to build test and train sets. Presented results are averaged
over all possible test sets. With the full mixed dataset examples presented for testing
contain a combination of primitive movements that in 60% of the cases have not
been observed during training (see fig. 3.8).

The language description has the following structure: keywords or labels from a
set L are associated to gestures, and combined into sentences from a set S ⊂ P(L).
In this article we only consider symbolic labels. More precisely when the sentence
s = {l1, l2, l3} ∈ S is used to describe a choreography, the system observes a vector
yi ∈ RL (L is the total number of labels, L = |L|) such that for 1 ≤ j ≤ L, yij takes
value 1 if lj ∈ s, and 0 elsewhere. For example if 5 labels are considered, the sentence

containing labels 1 and 3 would be represented by vector: (1, 0, 1, 0, 0)
T
.
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3.3.2 Algorithm

In this section, the NMF algorithm introduced in section 2.1 is applied to the learning
problem that we just introduced. This use of NMF in a multi-modal framework
was introduced by ten Bosch et al. (2008), Driesen et al. (2009), and is extended in
chapter 6.

In the experiments from this section, we used the plain NMF algorithm based on
multiplicative updates, for both errors based on Frobenius norm and Kullback-Leibler
divergence (see section 2.1.1).

We assume that we are given a set of examples represented by vectors vi ∈ Rm

(1 ≤ i ≤ n), each of which is composed of a part representing a demonstrated
choreography and a part representing a symbolic representation of that choreography
and use NMF to learn a dictionary of atoms W ∈ Rm×k and coefficients H ∈ Rk×n

such as:
V ≃W ·H.

Therefore the data matrix V and the dictionary W are composed of a motion and a
language part:

V =


Vmotion

Vlanguage


W =


Wmotion

Wlanguage



The NMF algorithm only learns, in an unsupervised manner, a transformation of the
original data V into an internal representation H. In these experiments it is used
in two different ways to first learn the transformation from multi-modal examples
to an internal representation, and then use this transformation to reconstruct one
modality from another.

In the learning part NMF is applied to a V train data matrix and both W train and
Htrain matrices are learned. The W train matrix is the matrix of most interest since
it encodes the structure that has been learned on the data, when Htrain only encodes
the representation of training examples.

The Reconstruction of the linguistic parts associated to demonstrations of motions,
that is classifying motions, corresponds to finding the missing V test

language given a

V test
motion . This operation is performed through two steps:

1. reconstructing internal states of the system from demonstrations, which means
finding the best matrix Htest for the approximation: V test

motion ≃W train
motion ·Htest .

This step can be performed through NMF algorithms by constraining the W
matrix to be constant.

2. once Htest has been found, the associated linguistic part can be computed
through matrix product: V test

language ≃W train
language ·Htest

It should be noted here that the reconstructed matrix V test
language is not constrained to

take only binary values like the provided linguistic matrix. This issue is addressed by
using a thresholding mechanism (where the threshold is learned by cross-validation
on training data), as detailed in section 3.3.3.

The value of k is a parameter of the system that is fixed to 150 for the experiments
presented in this paper. The number of atoms used by the system to represent
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observed data is quite important to achieve the desired objective. If k is too big, the
algorithm does not have to compress data and can use motion only and language
only atoms. On the other hand, if k is too small, the system cannot represent the
complexity of the data and may focus on representing components that have bigger
effects but less multimodal meaning. In order to demonstrate these capabilities we
perform two kinds of experiment.

1. First the system is tested on simple human motions, each containing only
one primitive dance gesture. These experiments demonstrate that the motion
representation we use is sufficient to perform motion classification, which
corresponds to a simple case of multi-modal learning. We also compare different
aspects of the representation.

2. Then the system is tested on complex full body human motions to demonstrate
its ability to capture the combinatorial structure of the choreographies by
exploiting ambiguous linguistic labels.

3.3.3 Evaluation

In each experiment the method based on NMF described in previous section yields
a vector of keyword activations, which forms the linguistic reconstruction. The
quality of this reconstruction is evaluated by comparison between the reconstructed
ŷ (with continuous values) and y from ground truth (with binary values) through
the following score functions:

Score function for the single gesture experiment

In that case the good linguistic representation only contains a 1 at the position of
the label associated to the demonstrated gesture and 0 elsewhere. The score function
is defined as:

lsingle(ŷ, y) =


1 if argmax iŷi = argmax iyi

0 else

Score function for mixed gesture: the number of gestures is given

In that case several elementary gestures are present in each example. The recon-
structed vector is tested on the fact that gestures that are actually present in the
experiment have the best activations.

It can be described by the following equation, where #(y) denotes the number of
gestures present in the demonstration and best(n, ŷ) is defined as the set containing
the n labels having the best activation in ŷ.

lgiven number(ŷ, y) =


1 if best(#(y), y) = best(#(y), ŷ)

0 else

In other words the system is given the number of elementary gestures present in the
example and asked which are those gestures.
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Score function for mixed gestures: exact reconstruction

This score function evaluates the exact reconstruction of the linguistic description. It
requires the reconstructed vector to be converted to a discrete one before comparison.

For that purpose an additional thresholding mechanism is added to the system:
after reconstruction of label activations, all values from ŷ above a threshold are
put to 1, and others are put to 0. The function threshold such that for 1 ≤ j ≤ L,
threshold(y, η)j = δyj≥η encodes that mechanism. The threshold η is evaluated
through cross-validation on the training data.

The score function is then simply defined as:

lfull(ŷ, y) =


1 if y = threshold(ŷ, η)

0 else

In each case the score function defined above for one example is averaged over all
examples from the test set to yield a final score in [0, 1].

3.3.4 Results

Demonstrations with a single primitive

We performed a first set of experiments on the single primitive dataset in order to
evaluate our learning system on a simple multi-modal learning task. In this section
primitive dance movements are presented to the learning system with unambiguous
labels and the recognition performances are evaluated with the lsingle score function.
We focus on comparisons of the various parameters of the motion representation.

The first experiment compares the use of regular binning with Gaussian smoothing
(KDE) and adaptive binning (VQ) with both hard and softmax associations to build
the histograms. The comparisons are performed over a range of total number of bins,
for joint angle-velocity 2D histograms. Results from this experiment in fig. 3.5
outline the advantage of using vector quantization over regular binning (KDE) for
small numbers of bins, which corresponds to a low resolution of the input. This
difference is however less sensitive for larger numbers of bins. A typical issue of
regular binning, that can explain the better results with adaptive binning, is that for
the same grid step (the resolution), the number of required bins grows exponentially
with dimension. Even with two dimensional histograms, a maximum number of ten
bins would lead to a three-by-three (thus low resolution) regular binning. In the
same situation adaptive binning can identify ten relevant clusters.

A second experiment is performed to compare the efficiency of histograms built
either only on angles, only on velocities, on angles and velocities as separate
degrees of freedom, or on the joint angle-velocity space. We compare these
representations of the motion over a range of values for the delay used in velocity
computation, and using KDE histograms with a fixed total number of 15 bins by
degree of freedom. The results of the second experiment, presented in fig. 3.6,
demonstrate that histograms on joint angle and velocities values capture the most
information from the original motions.
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Figure 3.5: When the number of bins is small vector quantization (VQ) offers a clear
advantage over kernel density estimator (KDE) for representing the angle-velocity
distributions (see section 3.2). This advantage however disappear for larger numbers
of bins. (Best seen in color)

Demonstrations with complex choreographies

In this paragraph we evaluate the performance of the learning system on the full
choreographies with ambiguous labels.

Figure 3.7 illustrates the role of the threshold used to transform vectors of scores
produced by the system into vectors with 0, 1 values representing a set of recognized
labels. In the following the threshold (used in lfull) is determined through cross
validation on the training data.

Table 3.2 presents results obtained on the two mixed datasets for both Kullback-
Leibler (DKL) and Frobenius versions of NMF algorithm. The reconstructed label
vectors are evaluated by lgiven number and lfull score functions which enables to
understand which part of the error is due to the thresholding mechanism.

For comparison purposes we also tested a method based on support vector machines
(SVM ) on our dataset. More precisely we trained one linear SVM5 for the recognition
of each label. The SVM method directly yields a set of recognized labels, with no
need for thresholding. However this method relies entirely on the symbolic form
of the labels and won’t generalize to other multi-modal settings with continuous
linguistic modalities. There is no such theoretical limitation on our NMF setting (see
discussion in section 3.4).

The results in table 3.2 demonstrates that after being exposed to demonstrations
of mixed primitive dance motions associated with ambiguous labels, the presented
system is able to successfully produce linguistic representations of newly demonstrated
choreographies. The second dataset can be considered difficult since each one of the
47 primitive dance motions only appears in an average of 14 demonstrations, which
labels are ambiguous.

5We used the Scikit-learn implementation of SVMs (see scikit-learn.org/stable/modules/

svm.html).

scikit-learn.org/stable/modules/svm.html
scikit-learn.org/stable/modules/svm.html
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Figure 3.6: For small values of the velocity delay, the representation using jointly the
position and the velocity leads to better performances than using only the positions.
For high values of the delay, the velocity is mostly noise, therefore using only positions
performs better although the noise does not degrade the performance of the joint
representation too much. Using only velocities or considering position and velocity
histograms as separate dimensions leads to worse performances on the classification
task. KDE histograms are used for these results. (Best seen in color)

lfull lgiven number

16 labels (SVM, linear) 0.818 —
16 labels (NMF, Frobenius) 0.854 0.971
16 labels (NMF, DKL) 0.789 0.905
47 labels (SVM, linear) 0.422 —
47 labels (NMF, Frobenius) 0.625 0.755
47 labels (NMF, DKL) 0.574 0.679

Table 3.2: Results on the mixed datasets

Handling unknown combinations of primitives

The combinatorial nature of the demonstrated choreographic motions implies that,
although the primitive gestures are observed many times, each specific combination
of gestures into a choreography is not observed that often. This phenomenon is
illustrated in fig. 3.8. An important consequence is that the performance of the
system cannot be solely explained by the system recognizing full choreographies;
rather the system has captured the combinatorial structure of the data. This ability
is illustrated by its behaviour on unknown combinations of motion primitives. For
instance in the full mixed dataset more than 60% of the examples demonstrates a
combination that is not observed in other examples.

In order to get more precise results for this behaviour we set up a slightly different
experiment where test sets are only composed of combinations of motion primitives
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Figure 3.7: The impact of the threshold value on the selection of active labels is
limited in a central range of values. Extreme values lead to worse performances.These
results are obtained on the small mixed dataset. This experiment is the only one in
which the threshold is not automatically adjusted.
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Figure 3.8: In the big dataset 60% of the choreographies (specific combination
of primitive gestures) are only observed once. This illustrates the necessity for
the system to capture the combinatorial structure of the choreographies instead of
representing them in a holistic manner.

that were not observed during training. The results of this experiment are reported
in table 3.3.

3.4 Concluding perspectives

In a first experiment from previous section, we demonstrated the efficiency of the
position-velocity histogram representation of motion and the NMF algorithm on a
dance motion recognition task. Hellbach et al. (2009) had used NMF to perform
prediction on learnt motions; in contrast, our contribution extends the scope of NMF
usage to a form of structure classification of motions. The motion representation
presented in this section enables the application of the architecture developed by
ten Bosch et al. (2008), Driesen et al. (2009) for speech learning to motion learning.
This constitutes a useful step toward comparison of structural similarities between
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lfull lgiven number

16 labels (NMF, Frobenius) 0.568 0.800
16 labels (SVM, linear) 0.667 —
47 labels (NMF, Frobenius) 0.406 0.653
47 labels (SVM, linear) 0.206 —

Table 3.3: Results for combination of primitive gestures that were not encountered
during training.

language and motion learning. That study is further extended in chapter 6 and
Mangin and Oudeyer (2013).

The motion-velocity histogram representation does not make it possible to produce
the actual motion from the motion representation. Hellbach et al. (2009) have given
an example of motion representation that allows such reproduction. This work may
thus be extended, by changing the motion representation, to an imitation learning
setting, in which the system could be evaluated on producing gestures on a real robot,
corresponding to a given linguistic description. Chapter 4 introduces ideas toward
such motion representations, although they are not illustrated on a real robotic
setting.

In the second experiment we showed that the architecture presented in this paper is
capable of learning to recognize complex gestures, composed of simultaneous motion
primitives, while only observing ambiguous symbolic labels. It is demonstrated in
the third experiment that the system has captured the combinatorial structure of
the observed gestures and is capable of generalization by recognizing combinations
that were never observed in training.

We presented a learning system that is capable, after learning from demonstrations of
complex gestures and linguistic descriptions, to re-construct the linguistic modality
from an example involving only the motion modality. The experiments that we
performed only uses a symbolic representation of speech labels. Interestingly this
corresponds to a degenerated version a talking heads (see section 1.3 Steels, 1999,
Steels and Kaplan, 2002). For this analogy we consider that a first human is
performing the gesture. During training, the agent presented here corresponds to
a hearer from the talking heads, the speaker being another human, who names
the choreographies. In this experiment the communication channel is discrete and
finite and corresponds exactly to the human speaker ontology. The setup we present
describes how the learner builds its own ontology and produces utterances when it,
in the test phase, plays the speaker. It is however possible to replace this symbolic
representation by real acoustic data (for example represented in the same way than
in Driesen et al. (2009)) without changing the learning and reproduction algorithms.
Such experiments are performed in our other contribution Mangin and Oudeyer
(2013) and detailed in chapter 6.

While in this contribution we focused on primitive motions active at the same time,
it is possible to use the same setting to recognize choreographies where motions are
composed in sequence and eventually overlaps. A direct application of our method,
would however only enable reconstructing the set of active motions and not their
order.



Chapter 4

Learning a dictionary of
primitive tasks

Despite having potentially many distinct definitions, the notion of task or targeted
effect is very important to apprehend human behaviors or program robots. Actually
the common representation of motions as a sequence of positions or basic actions,
either captured from an acting agent or implemented on a robot, might be very
limiting. For example, in order to grasp an object, an adult would perform some
motion of its arm and hand toward the object while a dog would use its head, a
child would get on tiptoe and use a tool to reach the object if it is too high for him.
Even the same person would use very different motions depending on the position or
accessibility of the object. Although the trajectory of body parts are very different in
each of these examples, the intention of the agent is generally perceived very clearly as
identical in each case by an observer. More generally, the perceived similarity between
two motions is often not explained by the similarity of the underlying motions.

Therefore it is of great interest for objectives like human behaviour understanding
or programming robots capable of complex tasks to be able to take into account
activities at the task or effect level. Learning or perceiving actions at the effect level
was already discussed in section 1.1 as functional level imitation as introduced by
Demiris and Hayes (1997). The motivation behind such representation is to achieve
better generalization to unknown situations while preserving the essence of the task
or to be able to learn and improve from imperfect demonstrations.

The notion of affordances, that is to say the potential actions related to encountered
objects, was introduced by the psychologist Gibson (1979). Its importance in
the perception of objects emphasizes the close relation between the knowledge
of achievable effects on the environment and the perception of that environment.
Similarly, an interesting analogy can be drawn with the field of pragmatics amongst
linguistics: pragmatics emphasizes the importance of the speaker’s intention over pure
semantics for communication (Grice, 1989). That approach suggests that sentences
or language are not produced as a container for meaning but rather as a way to
induce an effect on the person to whom it is directed.

In this chapter several studies related to learning and using the effect space or task
space are presented. Some of them address related issues such as the question of

55
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learning the effect of actions or learning relevant aspects of the effects of an action,
denoted task space retrieval. In the context of complex or composite actions that are
studied in this work, we believe that sometime the structure of the behavior is easier
to study at the task level than at the motion or trajectory level; contributions about
learning task components are therefore presented in section 4.3.

The work presented in the following is similar to the one from previous chapter but
study behaviors in the task space instead of the action or motion space. In contrast
to previous chapter, the behavior representation studied below is not as destructive
and enables reproduction of the learnt behaviors with planning algorithms. Finally
the behavior composition introduced in the following can be qualified as ‘concurrent’,
rather than just ‘simultaneous’.

4.1 Previous work

Plan recognition and intention recognition focus on the study of the structure of tasks
abstracted from sequences of symbolic actions (for a review, see Kruger et al., 2007).
These ideas have been applied to teach robots by demonstration in various ways.

Kuniyoshi et al. (1994) use a set of static mechanisms to abstract visual sensory input
into objects and recognize the effect of predefined actions on the environment, as well
as the dependencies between the actions in a given task. From these mechanisms their
robotic system is capable of reproducing a demonstrated task by following a sequence
of sub-tasks that fit the learnt dependency. Ekvall and Kragic (2006), Pardowitz
et al. (2007), and Nicolescu and Matarić (2002, 2003) have developed similar setups,
but including more advanced dependencies between sub-tasks and hierarchies. Ekvall
and Kragic (2006) present an approach in which a robot is capable, from predefined
primitive behaviors, to learn the precedence relations and dependencies between these
behaviors combined into a solution for a task. The relations are learned following a
specific to generic process: each time a new demonstration is observed, the model of
the task is expanded to account for the new demonstration. Similarly, Nicolescu and
Matarić (2002, 2003) use a longest common path heuristic to infer a directed acyclic
graph representing the relations between predefined behaviors combined to solve
task. They also explain how teacher feedback can be efficiently used to correct errors
occurring in the learning phase or coming from wrong demonstrations. They also
detail the analogy between their task model and regular expressions or equivalently
finite automata. Pardowitz et al. (2007) also present a similar system that, after
learning a set of basic behaviors in a supervised way, can learn a directed acyclic
graph, called task precedence graph that forms an abstract representation the task
structure. The graph is learnt by successive generalization, similarly to the work of
Ekvall and Kragic (2006).

While the studies presented in previous section mainly focus on methods to learn the
structure of a task, knowing the underlying primitive behaviors, other works focus
on learning the primitive actions that compose complex tasks; for example Kruger
et al. (2010) use clustering on the effects of various actions on the environment to
identify such primitive actions.
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4.1.1 Inverse feedback and reinforcement learning

Inverse reinforcement learning and inverse feedback learning, that are presented in
section 2.2, both study models of an agent behavior and intention as a process to
maximize a reward or feedback function. Both have been developed in order to
yield better models of intention of agents performing tasks. For example, Abbeel
et al. (2010) demonstrate how applying inverse reinforcement learning to expert
demonstrations of aerobatic manoeuvres on a remote controlled helicopter enables a
learning system to succeed in accomplishing manoeuvres on which the experts only
provided failed demonstrations. Similar ideas have also successively been applied to
represent driving styles on a simulator (Neu and Szepesvári, 2007) and trajectories
from taxi drivers (Ziebart et al., 2008), pedestrians (Almingol et al., 2013), and wild
animals (Brillinger, 2007).

However, basic inverse reinforcement learning or inverse feedback learning focus on
one simple reward or objective function that explains all the data it observes passively
data. Such setting does not fit many practical situations.

Lopes et al. (2009b) consider the situation in which the robot or learning system
can request demonstrations at specific states in order to make the learning process
require less demonstrations: having human provide demonstrations for robots is
indeed often considered an expensive operation. Lopes and Cakmak also presented
an optimal teaching strategy for inverse reinforcement learning (Cakmak and Lopes,
2012): they provide an algorithm to chose optimal demonstration that are to be
given to an inverse reinforcement learner.

Jetchev and Toussaint (2011) present an approach inspired from inverse optimal
control that learns a feedback function representing demonstrations of a task that is
sparse on some features. They demonstrate how the algorithm is capable to learn a
grasping task and explain why the sparseness of the learnt feedback function provides
a solution to the task space retrieval problem.

An other common issue of inverse reinforcement learning approaches is that it is often
required that adequate features are used to represent the state of the learning agent.
Levine et al. (2010) introduce an algorithm to overcome this issue that both learn
an estimate of the reward optimized by the demonstrator and features to efficiently
represent it. They also demonstrate how the learned features can be transfered to
a new environment. The work presented in the following of this chapter also goes
toward that direction in the more general setup of multi-task demonstrations.

While in the works presented above the expert only demonstrates a single task,
Babes-Vroman et al. (2011) present an EM-based algorithm which, from unlabeled
demonstrations of several tasks, infers a clustering of these demonstrations together
with a set of models. Choi and Kim (2012) have extended this idea into a reward
model based on Dirichlet processes and a Metropolis-Hasting algorithm that represent
the demonstrations as being generated from mixture of reward functions without
requiring the number of reward functions to be fixed. Almingol et al. (2013) also
recently developed similar ideas in the context of inverse feedback learning.

Michini and How (2012) suggest that demonstrated behaviors, even in the single task
setting, might be better modelled by considering non-stationary rewards functions:
they developed an algorithm that learns a set of reward functions such that each
sample action is explained by one of these functions.
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Rothkopf and Ballard (2013) have extended the ideas of modular reinforcement
learning for inverse reinforcement learning. This approach targets the issue of the
exponential growth of state space often observed when real world applications are
modelled.

The next sections present two algorithms that extend both inverse reinforcement
learning and some inverse feedback learning techniques to build a dictionary of
primitive tasks. The primitive tasks are modelled as rewards or feedback functions
that can be combined together to model the intention of an expert in demonstrations
of complex tasks. They focus on the question of how to represent demonstrated
behaviors as the combination of simpler primitive behaviors that can be re-used in
other contexts. This approach is similar to feature learning but focus explicitly on
the multi-task setup. We present two algorithms that, by observing demonstrations
of an expert solving multiple tasks, learns a dictionary of primitive behaviors and
combine them to account for the observations. We explain how such an approach can
be beneficial for life long learning capabilities in simple toy experiments. Next section
uses inverse feedback learning to discover task primitives from demonstrations of an
agent in a continuous world. The experiments illustrate the ambiguous nature of the
task and how supervision can be used to accurately recovers the original dictionary.
The following section presents a similar algorithm in the case of inverse reinforcement
learning, in a discrete world. The experiments demonstrate that without supervision
the learner can build a dictionary to represent the demonstrated task. The evaluation
of the experiments focus on the ability of the learner to solve a task after a few
observation of an expert solving that task. The results demonstrate that learning the
common structure of composite tasks can make the agent more efficient in solving
new tasks that share the same structure.

4.2 Factorial inverse control

Brillinger (2007) has developed an algorithm based on least square regression to
learn potential functions modelling the motion of wild animals in natural parks. In
this section, and in the publication Mangin and Oudeyer (2012b), we present an
algorithm that extends Brillinger’s technique to address a new problem: instead of
learning a flat representation of a single task, the learner must infer several primitives
cost functions that can be composed so that their mixture is a good approximation
to the demonstrated task. A very similar behaviour representation is used, but it
introduces dictionary learning for solving the new problem. We discuss the use of
supervision, such as linguistic supervision, to improve and disambiguate the learning
of the dictionary.

4.2.1 Problem definition and algorithm

This section describes a simple synthetic imitation learning experiment in which
an imitator learns to reproduce behaviors observed from a demonstrator: the task
underlying each behavior is modelled as a cost function on states of the agent (either
the demonstrator or the imitator), which can be seen as representing the preferences
of the demonstrator. For example the task of filling a glass of water is represented by
a cost function giving increasing values to increasing levels of water in the glass. In



4.2. FACTORIAL INVERSE CONTROL 59

the case where the “filling the glass” behavior is mixed with the “smiling to someone”
behavior, the mixed behavior is be represented by a mixed cost function valuing both
full glass and smiling position of the lips.

Each demonstration consists in a trajectory in the demonstrator state space, from a
specific initial position. The objective of the imitator is to produce a trajectory that
fits the demonstrator preferences, that is minimise the cost function. The imitator
may start from the same initial position than the demonstration or another. The
latter generally defeats strategies that simply mimic the demonstrator gestures; this
issue, that oppose program level imitation to action level imitation, is discussed in
section 1.1.

This setup introduces two important difficulties for the imitator. On the one hand each
demonstration only presents aspects of the cost function locally, around the trajectory.
Each demonstration is thus not sufficient to fully understand the underlying task.
On the other hand, each demonstration presents a mixture of several tasks. Thus,
while the primitive tasks are observed many time, they are never observed alone
and each particular mixture is generally only observed once. It is thus necessary to
leverage the compositional structure of the behaviors to be able to understand them,
and reproduce them with new initial positions.

Agent and demonstrator models

Both the demonstrator and imitator are assumed to have identical bodies and percep-
tions of the world. This corresponds for example to the case where demonstrations
are performed on the imitator body (kinesthetic demonstrations). Following Jetchev
and Toussaint (2011), the current configuration of the robotic agent q belongs to a
state space Q ∈ RS . Each trajectory is denoted by a sequence (qt)t∈[|1,T |].

The model assumes that there exists a cost function f : Q −→ R such that each task
is modeled as the demonstrating agent trying to minimize the cost f(q) to which is
added a penalization on the square norm of ∂q

∂t . The penalization term can be seen
as a penalization of the energy consumed while moving toward an optimum of f(q).

The following focuses on very simple agents whose actions are motions in the state

space and are governed by the local optimization of f(q) + α
∂q

∂t

2 which means

that each action, at each time step, is chosen such that:

qt+1 = argmin
q

f(q) + α

q − qtδt

2,
with δt the time elapsed between samples t and t+ 1.

The solution of this equation, without additional constraints, and assuming that the
cost function f is differentiable, is well known to be proportional to the gradient of
f , as − 1

α∇f(q).

It can be noticed that since the agent previously defined only follows policies driven
by local optimization it will only achieve local optimization of the cost function.
While this is a simplification of the agent, it also features an important property of
real demonstrators: real demonstrators are in general imperfect and do not always
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succeed in reaching the optimal solution of the task. It is thus important for an
imitator to be able to also learn from imperfect demonstrations of behaviors.

Complex tasks are more specifically studied here: each demonstration corresponds
to the minimization of a separate cost function f which is only observed through
one demonstration. However f is composed of parts that also occur in other demon-
strations and are thus observed several time mixed in various way and in various
contexts. We consider N demonstrations, observed as trajectories (qit)t, i ∈ [|1, N |]
in the agent state space. This work assumes that each demonstration corresponds
to a given f i. To model complex demonstrations it also assume that there exists a
dictionary of primitive tasks, composed of K cost functions (gk)k∈[|1,K|], such that,

for all demonstration i, there exist coefficients (aik)k∈[|1,K|] such that, for all state q,

f i(q) =
K

k=1

aikg
k(q).

In the following, we first present the inverse feedback learning approach from Brillinger
(2007); then we extend it into a learning algorithm which observes one demonstration
associated with each function f i and learns a dictionary of primitive cost functions
gk, and the coefficients of their combinations into demonstrated tasks f i.

Inferring a task from a demonstration

The problem of inferring a single task from a demonstration is studied in Brillinger’s
article (Brillinger, 2007). The cost function is represented by a linear parameter
β ∈ RF on a space of potentially non-linear features φ : Q −→ RF . Its minimization
is modeled by an agent policy such that:

∂q

∂t
= −λJ(q)Tβ (4.1)

where J is the Jacobian of φ (lines of J are gradients of coordinates of φ).

When discrete trajectories are considered, eq. (4.1) may be approximated as: qt+1−qt
δt

=

−λJ(qt)Tβ for all t ∈ [|1, T − 1|]. By denoting yt+1 = qt+1−qt
δt

, Y ∈ RS×(T−1) the
vector obtained by vertically stacking all yt for t ∈ [|2, T |], and Φ the S × (T − 1) by

F matrix obtained by vertically stacking all −λJ(qt)T , we get:

Y = Φβ (4.2)

Equation (4.2) transforms the problem of inferring one task from one demonstration
into a linear regression problem, which constitutes an essential contribution of
Brillinger’s article.

In the case where the Euclidean distance between the vector Y , computed from
observations, and its reconstruction through the task model Φβ is considered, we
get the classical least square regression problem. It is solved, assuming ΦTΦ is
non-singular, by:

β = (ΦTΦ)
−1

ΦTY (4.3)
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More details on the associated derivations can be found in Brillinger (2007). The
algorithm presented above is capable, from one demonstration, to infer the cost
function modelling a behavior of the demonstrator. Once the cost function is inferred,
the imitator can in turn produce trajectories that minimize it. Such an agent that
directly infers all the parameters of the cost function is denoted flat imitator in
the following.

Learning a dictionary of primitive tasks from mixed demonstrations

The algorithm presented in previous paragraph only applies to a single demonstration
generated from a single task model. Here we introduce a matrix factorization
algorithm that extends the previous method to a setting where a dictionary of
primitive tasks is learnt form several demonstrations.

Each demonstration corresponds to a mixing of primitive tasks which is modeled by
a βi in the feature space. A dictionary that is represented by a F by K matrix D,
such that each column of D is the parameter representing the primitive tasks gk in
the feature space, models the concurrent mixing of primitive tasks. The concurrency
between the primitive tasks in a mixing is represented through a weighting coefficient.
Coefficients of the ith demonstrated task are given by a vector ai ∈ RK , βi = Dai.

For each demonstration the vector Y i and the matrix Φi are associated with the
observed trajectory, by following the method described above. It follows that for
each demonstration:

Y i = ΦiDai (4.4)

Learning a factored model of the demonstrated tasks that has the minimum Euclidean
distance to the demonstrations is equivalent to solving eq. (4.5).

argmin
D,A

L(D,A) with L(D, a) =
N
i=1

∥Y i −ΦiDai
2
2

(4.5)

We propose an algorithm based on alternate minimisation with respect to D and A
to solve this problem.

Minimisation with respect to A This sub-problem assumes that the dictionary
is known and thus consist in inferring the task decomposition on the dictionary,
from the observation of a demonstration. It is similar to the algorithm presented in
previous section but the K decomposition coefficients (the vectors ai) are inferred
instead of all the F coefficients of the cost function.

This problem is separable in one sub-problem for each demonstration i, each of which
is equivalent to the regression problem from Brillinger (2007) presented previously: the
matrix Φ is now replaced by the product ΦiD. Thus the solution of the optimisation
with respect to A is given, for Euclidean distance, by eq. (4.6). Other norms or
penalization could as well be used to solve the regression (for example methods
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enforcing non-negativity or sparseness of coefficients).

ai = (DTΦiTΦiD)
−1

DTΦiTY i (4.6)

Minimisation with respect to D The second sub-problem assumes that the
decomposition coefficients of the demonstrated task are known but not the dictionary
D. We use a gradient descent approach to learn D. The differential of the loss with
respect to each of the coefficients of D is given by eq. (4.7).

∇DL(D,A) = −2
N
i=1

ΦiT

Y i −ΦiDai


ai

T
(4.7)

Global algorithm The global algorithm simultaneously learns the dictionary D
and the coefficients A by alternation of the two procedures from previous paragraphs.
Matrices D and A are initiated randomly or according to any heuristic. Then D
is learnt, assuming A contains the correct decomposition coefficients, after which
A is inferred assuming D is the correct dictionary, and so on. This approach to
matrix factorization problems has often proved to be efficient (Lee and Seung, 1999,
Jenatton et al., 2010).

4.2.2 Experiments

To illustrate the algorithm introduced in section 4.2.1 we consider a simple toy
experiment. We define an agent which state q belongs to Q = [0, 1]

2
. Cost functions

are parametrized on a 5 by 5 grid of Gaussian radial basis functions, which means

ϕ(q)
T

= (. . . , 1
2πσ exp(−∥x−µf∥2

2σ2 ), . . . ) where µf are points from a regular 5 by 5
grid on Q and σ is fixed such that the task parameter space is of dimension F = 25.
There is no difference between the demonstrator agent and the learner, except that
the demonstrator fully knows the task to perform.

We use in this experiment a dictionary of 6 primitive tasks that is represented in
fig. 4.1 (first row). Combinations of 2 or 3 concurrent primitive tasks are generated
randomly for training and testing. For a given mixed tasks, a starting point is
randomly chosen inside Q and trajectories are generated by the demonstrator or
imitator from the initial position, according to eq. (4.1). In the remaining of this
section we will describe two separate experiments where a dictionary is learnt by a
agent observing mixed combinations of tasks.

Recovering the dictionary from given coefficients

In this section we consider an experiment in which during training the learner both
observes demonstrations of mixed tasks and the associated mixing coefficients. This
hypothesis models the situation where some labels that describe the task that are
mixed together in the demonstration are given to the learner (for example inferred
from spoken language). This experiment enables the evaluation of the second part of
the algorithm we introduced.
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Since the mixing coefficients are known by the learner during training, only the
second part of the algorithm presented in section 4.2.1 is used to learn the dictionary
D̂. We train such a learner on 200 trajectories generated from a dictionary D. Both
the original dictionary of primitive tasks D and its reconstruction D̂ are represented
in fig. 4.1.

Figure 4.1: The supervised learner achieves accurate reconstruction of the original
dictionary of primitive tasks while the unsupervised learner acquire its own represen-
tation. Each row present a dictionary of primitive tasks. The tasks are represented
as cost functions over Q = [0, 1]

2
. Dark areas corresponds to high positive costs and

light areas to negative costs. First row corresponds to original primitive tasks (as
used by the demonstrator), second row to the one reconstructed by the supervised
learner described in and third row to the unsupervised learner. (Best seen in colors)

Once the imitator has built a dictionary of tasks from observations, it is evaluated
in the following way: for a set of coefficients, corresponding to mixed tasks, and
a random starting position, the imitator and demonstrator yield trajectories. The
demonstrator and imitator trajectories are then compared. Examples of trajectories
from both the learner and the imitator are given in fig. 4.2.

The relative L2 error between the trajectories generated by the demonstrator and
the imitator is used to evaluate the quality of the reconstruction. An average error of
0.001127 is obtained on the train set (tasks observed while learning the dictionary)
and 0.002675 is obtained on the test set (unobserved tasks obtained from the same
dictionary).

Learning both primitive tasks and mixing coefficients from concurrent
demonstrations

We illustrate the full unsupervised algorithm presented in section 4.2.1 on an experi-
ment where the learner only observes demonstrated trajectories without knowing the
coefficients. The bottom row of fig. 4.1 presents an example of dictionary built by
such a learner.

Once the dictionary has been learnt, we use the following imitation protocol to test
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Figure 4.2: The trajectories from the demonstrator are well reproduced by the
supervised learner. First row represents four demonstrated tasks (dark color represent
areas of high cost) and the demonstrated trajectory (the star represent the initial
position and dots further positions). Second row represents the model of the task as
inferred by the imitator and the trajectory followed by the imitator solving its model
of the task, from the same initial position as the demonstrator. (Best seen in colors)

the imitator. A new unobserved combination of primitive tasks is chosen together
with an initial position. Then the demonstrator provides a trajectory corresponding
to that task. From the observation of the demonstrated trajectory and the its learnt
dictionary of primitive tasks, the learner infers the decomposition of the task on
the learnt dictionary. For that it uses the first part of the algorithm presented in
section 4.2.1. Finally the imitator is asked to produce trajectories that solve to the
same task, both from the demonstrator’s initial position and new random initial
positions. Changing the initial position is a way to evaluate how well the imitator’s
model of the task generalizes from the context of the demonstration to new ones.

In order to evaluate the impact of learning the dictionary, that is to say the combi-
natorial structure of the demonstrated data, we compare reproductions of the task
by an agent that has learnt the dictionary denoted as full dictionary learner, to
ones by an agent, denoted as flat imitator, that directly infers the parameters of
the tasks without using a dictionary. We also compare the agent described in the
previous section, that has learnt the dictionary from both demonstrated trajectories
and mixed coefficients, denoted dictionary from coefficients learner. Examples of
demonstrated and imitated trajectories are provided in fig. 4.3.

4.2.3 Discussion

The first, supervised, agent is able, by observing motions solving composed tasks
and the mixing coefficients, to learn the dictionary of primitive tasks. The acquired
dictionary is evaluated in different ways: visually from the plots of the associated
cost functions, from trajectories solving a mixed task whose mixing coefficients are
given, and from imitation, in random contexts, of a mixed task that is inferred from a
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Figure 4.3: Examples of imitated trajectories. First row presents the demonstrated
trajectory (first column) and its imitation by the flat learner, the dictionary learner
from first experiment (coefficients observed while learning the dictionary) and the full
dictionary learner. Second row correspond to imitations of the same task from initial
positions that were not observed (the demonstrator trajectories for those positions
are given for comparison purpose). (Best seen in colors)

single demonstration (this last result is presented together with second experiment).

The second, unsupervised, agent learns a dictionary that enables the factorial repre-
sentation of demonstrated tasks, without directly observing neither the dictionary
nor the mixing coefficients. The factorial representation enables imitation of tasks
that are observed through a single demonstration. However the performance evalua-
tion does not validate quantitatively this capability. In particular the least square
regression from Brillinger (2007) (described in section 4.2.1) is not performing well on
the particular form of mixing of cost functions we have chosen for the illustrative toy
example. However our algorithm is compatible with any regression method. Thus,
interesting further work could use the comparison of performances between various
regression methods, on real human data, to get better insight on the combinatorial
properties of human activities. The next section present similar ideas applied using
the inverse reinforcement framework; more reliable results are obtained on an other
toy experiment.

The dictionary learnt by the agent, illustrated in fig. 4.1, is very different from the
one of the demonstrator: actually chapter 1 already discussed the ambiguity of the
problem of representing a set of demonstrated mixed tasks as linear combinations
of primitive tasks. For example one can scale the primitive cost function by some
factor and associated coefficients by its inverse or change the order of the primitive
and coefficients without changing the linear combination. Mathematically these
difficulties could be solved by adding constraints to the form of the learnt dictionary
(for example normalize primitive costs) or by adapting the way to compare dictionaries
(for example to make it invariant to re-ordering).

To overcome this difficulty, a particular form of factorisation could also be shaped
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by information coming from another modality or social interaction. This aspect
is demonstrated both in the study from our previous work (Mangin and Oudeyer,
2012a) that is described in chapter 3 and in the first experiment, see section 4.2.2,
where observing the mixing coefficients, that can be seen as linguistic labels, enables
the learner to adapt its internal model (that is the dictionary) to a communication
channel. Aspects of social learning have already been shown to improve motor
learning by Massera et al. (2010). Solving the ambiguity in the decomposition of
human activities thus constitutes a new application for social learning. Further
illustrations on learning from several modalities are given in chapter 6.

Extending the algorithm presented above to include constraints or evaluating it on
an online learning experiment would help investigating these questions and thus
constitute very interesting future work.

In conclusion, this section studies aspects of the combinatorial structure of behaviors
and of their representation as tasks or objectives. We introduced an algorithm to
learn a dictionary of primitive tasks from demonstrations of concurrently mixed
behaviors. We demonstrated on an illustrative experiment how the dictionary can
be used to represent and generalize new demonstrations. Finally we discussed how
dealing with ambiguities in factorial representation of behaviors might involve social
interactions, multimodality of the sensory experience or intrinsic saliency mechanisms.
However the illustrative experiment from this section did not enable to quantitatively
demonstrate the advantage of the unsupervised factorial approach. Next section
develops similar ideas with inverse reinforcement learning techniques.

4.3 Factorial inverse reinforcement learning

This section present ideas similar to the one introduced above but grounded on
different techniques and models. The algorithm presented in this section extends
the gradient approach from Neu and Szepesvári (2007) to learn a dictionary of
primitive reward functions that can be combined together to model the intention
of the expert in each demonstration. It includes both previous ideas on multi-task
inverse reinforcement learning (Babes-Vroman et al., 2011, Choi and Kim, 2012,
Almingol et al., 2013), but also of feature learning and transfer between tasks (Levine
et al., 2010). In its unsupervised study of the multi-task setup, this work is related
to those of Babes-Vroman et al. (2011), Choi and Kim (2012), and Almingol et al.
(2013) but differs for the fact that it not only learns several primitive rewards from
demonstrations of several tasks but also enables transfer of the knowledge from one
task to an other, similarly to what is presented by Levine et al. (2010).

4.3.1 Multi-task inverse reinforcement feature learning

This section presents an extension of the algorithm from Neu and Szepesvári (2007),
described in section 2.2.3, to a dictionary learning problem. We assume that the
learner observes demonstrations ξ from an expert, that are sequences (xt, at) of
states xt ∈ X and action at ∈ A, such that ξ = (xt, at)t∈[|1,T |]. We call Markov

decision process (MDP) a quintuple (X ,A, γ, P, r) where γ is the discount factor.
P , the transition probability, is a mapping from state actions pairs to probability
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distributions over next states. We denote by P (x′|x, a) the probability to transition
to state x′ from state x, knowing that action a was taken. Finally, r : X ×A → R is
the reward function.

In this single task setup presented in section 2.2.3, the objective is to optimize
a parameter θ of the reward function such that the near-optimal policy for the
MDP associated to rθ is as close as possible to the demonstrated policy. This
optimization problem is formalized into For an expert demonstration represented
by ξ = (xt, at)t∈[|1,T |] one estimates J by eqs. (2.30) and (2.31). The main result

provided by Neu and Szepesvári (2007) and presented as section 2.2.3 is an equation
to compute ∇θJξ, from which the gradient descent algorithm is derived.

In this section we extend there approach to the case where the expert provides several
demonstration of different but related tasks. The demonstrations are denoted ξi with
index i ∈ [|1, n|]. Each demonstration is modeled by a separate parameter θ(i) that
represents the tasks solved by the expert. The algorithm presented here focuses on a
generative model of mixtures of behaviors or tasks such that the combination of tasks
can be represented as a reward function that is a linear combination of the reward
functions of the mixed tasks. More precisely, we call dictionary a matrix D ∈ Rd×k

that represents the dictionary and coefficients H ∈ Rk×n a matrix containing mixing
coefficients. The columns of H are denoted h(i) such that the parameters of the ith
task are θ(i) = Dh(i).

The following presents an algorithm to learn the matrix factorization, that is to say,
the dictionary matrix D and associated coefficients H such that θ(i)s are represented
as combinations of k elements from a dictionary. The algorithms minimizes the
cumulated cost over all demonstrations denoted by JΞ, where Ξ = (ξi)i∈[|1,n|], and

defined in eq. (4.8). This cost generalizes the average distance from the demonstrator’s
policy to a nearly optimal policy associated to the inferred representation of the task.

JΞ(D,H) =

n
i=1

Jξi(Dh
(i)) (4.8)

In order to solve the problem argminD,H JΞ(D,H) the algorithm alternates steps
that minimize the cost with respect to D, H being fixed, and with respect to H, D
being fixed. The second steps actually decomposes in n separate problems similar to
the one from previous section. Both steps uses a gradient descent approach where
the gradients are given by eqs. (4.9) and (4.10).

∇DJΞ(D,H) =

∇θJξi


Dh(1)

 . . . ∇θJξi

Dh(n)


·HT (4.9)

∇HJΞ(D,H) = DT ·

∇θJξi


Dh(1)

 . . . ∇θJξi

Dh(n)


(4.10)

In practice the learner performs a fixed amount of gradient descent on each sub-
problem (optimization ofH andD), with Armijo step size adaptation before switching
to the other sub-problem. The algorithm stops when reaching convergence. It appears
that this gradient descent algorithm is quite sensitive to initial conditions. A good
empirical initialization of the dictionary is to first learn θ(i)s with the flat approach,
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perform a PCA on the learnt parameters and use it as an initial guess for the
dictionary.1

4.3.2 Experiments

In these experiments a task refers to a MDP associated to a reward function. We
consider composite tasks which means tasks that correspond to reward functions
obtained by mixing several primitive reward functions.

The algorithm described above is experimented on a simple toy example similar to
the one from Neu and Szepesvári (2007): a grid world (typically of size 10 by 10) is
considered in which actions corresponds to moves in four directions. Actions have
the expected result, that is a displacement of one step in the expected direction,
in 70% of the cases and results in a random move in the other cases; except when
the requested move is not possible from current state (for example going up on top
border) in which case the resulting move is drawn uniformly from feasible moves.
The following uses a fixed discount factor γ = 0.9.

Validation

In a first experiment we compare our factorial algorithm to direct learning of the
parameter representing a task with Neu and Szepesvari’s gradient (GradIRL), that
we call flat learner to differentiate from the factorial approach.

More precisely a random dictionary of features is chosen, that is unknown from the
apprentices, together with mixing coefficients that determine n distinct composite
tasks. n experts are then used to generate demonstrations for each tasks (during
training the expert may provide several demonstrations of each task). The demon-
strations obtained are fed to both flat and factorial apprentices. While the flat
learners independently learn a model of each task, the factorial learner reconstructs a
dictionary, shared amongst tasks, together with mixing coefficients. fig. 4.4 illustrates
the dictionary used by the demonstrator to generate tasks as well as the dictionary
reconstructed by the learner.

We evaluate the apprentices on each learnt task by measuring their average perfor-
mance on the MDP corresponding to the demonstrated task, referred as MDP (rreal ).
More precisely the apprentice can provide an optimal policy π∗

rlearnt
with respect to its

model of the task, that is to say a policy optimal with respect to the learnt reward
rlearnt .

2 This policy is then evaluated on the MDP corresponding to the real task
(MDP (rreal )). To evaluate the average reward that the apprentice would get on the
MDP with random starting positions (not necessarily matching those of the expert)
we compute the average value function:

scorerreal (rlearnt) =
1

|S|

s∈S

V
π∗
rlearnt

rreal (s) (4.11)

1Experiments presented further shows that the PCA strategy alone does not provide a good
dictionary for our problem, but is an efficient initialization.

2This policy is obtained as a greedy policy on the optimal action value function (with respect to
the model of the task, rlearnt ), computed by value iteration.
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Figure 4.4: The demonstrators generates new tasks by mixing together the five basic
reward functions which associated optimal Q-values are represented above. The
factorial learner builds its own dictionary by observing the demonstrations; it is
represented on the second row. There is no exact match between the two dictionaries
however they describe similar reward space as illustrated further in the results. (Best
seen in colors)

In the results presented here, the demonstrated tasks were generated from a dictionary
of 5 primitive reward functions. No feature is used to parametrize rewards: they
are represented as deterministic functions from state-action pairs to a real number,
which corresponds to a 400 parameters. The expert provides 10 demonstrations for
each task, each lasting 10 time steps and 100 tasks are demonstrated.

Results presented in fig. 4.5 show that the factorial apprentice is capable of using
information about the common structure of the various tasks to achieve better
performance on each task. The performance of the learner therefore increases with
the number of demonstrated tasks. When only few demonstrations are given for each
task, the demonstrator’s behavior is only observed on a subset of the possible state-
action pairs. In such cases, the flat learner often fails to achieve good generalization
over all the state space. On the other hand, the factorial learner can benefit from
other tasks to complete this information.

We also compare the results with flat learners trained with specific features: the
ground truth dictionary (flat, ground truth) and a dictionary learnt by performing
PCA on the parameters learnt by the flat learners (flat, PCA features).

Re-use of the dictionary

In order to demonstrate the ability of the factorial algorithm to transfer knowledge
to new tasks we performed a second experiment. Apprentices are trained similarly to
the previous experiment. In the following we call train tasks these tasks. For testing,
a new task is generated randomly from the same dictionary of rewards (denoted as
test task) and apprentices observe a single demonstration of the new task. To get
meaningful results, this step is reproduced on a number of independent test tasks
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Figure 4.5: Performance on train tasks The factorial learner overcomes the
flat learner by leveraging the features common to all tasks for high number of
demonstrated tasks and moderate number of demonstrations for each task. The
curves represent the average deviation (lower is better) from the best possible score
(the one obtained with perfect knowledge of the task), that is the average of the
optimal value function, for different values of the number of demonstrations per
training task (top) for a fixed number of training tasks of 100 and for the number of
training tasks (bottom), the number of demonstrations for each tasks being fixed
to 10. The algorithm presented in this section is denoted as Fact. learner ; two
alternative initialization heuristics are presented. (Best seen in colors)
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(typically 100 in the experiment).

Since the task is different from the previous demonstrations, it is not really meaningful
for the flat learners to re-use the previous samples or the previously learnt parameters,
so the task must be learnt from scratch. On the other hand, the factorial learner
re-uses its dictionary as features to learn mixing coefficients for the new task. We
also experimented two alternative, simpler, strategies to build a dictionary in order to
re-use information from the training tasks. The first one consists in using a random
selection of rewards learnt during training as features for the new tasks (flat, features
from ex.). We use the learnt parameters of 15 training tasks as features. The other
one performs a PCA on the rewards learnt during training and uses the five first
components as features (flat, PCA features). Similarly to previous experiment the
apprentices are evaluated on their score (according to ground truth reward function)
on solving the new task.

Results, presented in fig. 4.6 are compared for various number of training tasks and
demonstration per task. They demonstrate that the factorial learner can re-use its
knowledge about the combinatorial structure of the task to learn the new task more
quickly. The factorial learner also outperforms the other simple feature construction
strategies.

The better ability of the factorial apprentice to generalize over the state space is
increased in this setting since only a single demonstration is observed from the expert.
Often this demonstration only covers a small part of the state-action space. This
phenomenon is illustrated in fig. 4.7 that represents the true optimal value function
together with the expert’s demonstrations, and the learnt value functions by both the
flat learner and the factorial one. A typical situation that can be observed in some
examples, is that the flat learner’s value function is local to expert’s demonstration,
while the factorial learner, that estimates the task in the space of learnt features,
can have a good estimate of the value function in parts of the space where no
demonstration was provided.

4.3.3 Discussion

In this section we presented a gradient descent algorithm to learn a dictionary of
features to represent multiple tasks observed through an expert’s demonstrations
with an inverse reinforcement learning approach. The experiments demonstrate that
the approach enables the learning of the common structure of the tasks by using
transversal information from all the demonstrated tasks. Furthermore it demonstrates
and illustrates the fact that this approach enables more accurate representation of new
tasks from only one short demonstration, where the classical inverse reinforcement
learning approach fails to generalize to unobserved parts of the space due to the lack
of adequate features.

The algorithm is compared with naive approaches trying to learn a dictionary from
task parameters that were inferred through flat inverse reinforcement learning and
showed that these approaches fail to learn the relevant structure of the demonstrated
tasks. A possible interpretation of this difference is that the PCA approach performs
the matrix factorization with respect to the metric of the parameter space, whereas
our algorithm uses the more relevant objective cost function. Due to the particular
structure of the inverse reinforcement learning problem, namely invariance of the
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Figure 4.6: Performance on test tasks For new task observed through a single
demonstration, the factorial learner outperforms the flat learner by re-using previous
knowledge on task features. The curves represent the average deviation (lower is
better) from the best possible score, for different values of the number of demonstra-
tions per training task (left) for a fixed number of training tasks of 100, and for the
number of training tasks (right), the number of demonstrations for each tasks being
fixed to 10. (Best seen in colors)
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Figure 4.7: The factorial learner achieves a better recognition of new tasks from a
single demonstration by using the learnt features. In contrast the flat learner often
build a task representation that is local to the demonstration. First row represents
the optimal value function (blue is high) for the real task, together with the single
demonstration provided by the expert. Second and third row represents the optimal
value function for the model of the task as learnt by respectively the flat learner and
the factorial learner. Each column corresponds to one of the four first test tasks
(from a total of 100). (Best seen in colors)
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problem with respect to reward scaling, and other transformations (Ng et al., 1999,
Neu and Szepesvári, 2007), the metric of the parameter space is not relevant for the
objective of apprenticeship learning.

An important limitation of inverse reinforcement learning is that it assumes the
knowledge of a model of the dynamics of the environment. Therefore it can either
be applied to situations where that model is actually known, meaning it is very
simple, or where it can be learnt. However the latter brings the new question of
the robustness of inverse reinforcement algorithms to errors or gaps in the learnt
model. Furthermore, while regular inverse reinforcement learning outputs both a
model of the task and a policy that solves it, the factorial approach presented in
this section only provides policies for the observed tasks. This means that although
a large variety of tasks may be represented by combining primitive tasks from the
learnt dictionary, it is generally not meaningful to combine the policies in the same
way: the agent has to train a policy for these new tasks.

This algorithm can be considered as a first example of feature learning in the multi-
task setup for inverse reinforcement learning. However other approaches should be
explored by further work in order to derive more efficient algorithms, by for example
extending the natural gradient approach from Neu and Szepesvári (2007) to the
dictionary learning setup, or adopting a Bayesian approach extending Ramachandran
and Amir (2007).

Finally constraints can be applied to the learnt dictionary to favor some kinds
of solutions. Two examples of such constraints for which many machine learning
algorithms have been developed are non-negativity and sparsity. Non-negativity
of the coefficients would for example focus on representations that allow primitive
behaviors to be added to, but not subtracted from an activity in which they do not
appear. Such constraints have been successful in many fields to yield decompositions
with good properties, in terms of interpretability but also sparsity (see for example
Paatero and Tapper, 1994, Lee and Seung, 1999, ten Bosch et al., 2008, Lefèvre
et al., 2011, Hellbach et al., 2009, Mangin and Oudeyer, 2013, but also chapters 3,
5 and 6). Sparse coding also focuses on a constraint on decompositions to improve
the properties of the learnt elements (Hoyer, 2002, Aharon et al., 2005, Lee et al.,
2006). For example. Jetchev and Toussaint (2011) have shown how enforcing sparsity
of a task representation can make this task focus only on a few salient features,
thus performing task space inference. Other examples are given by Li et al. (2010)
and Hellbach et al. (2009). Exploring the use of these constraints together with
the techniques presented in this chapter constitutes important direction for further
work.



Chapter 5

Learning a dictionary of
primitive sounds

This chapter studies the question of the acquisition of language mainly from the
acoustic point of view. More precisely we review and develop techniques that can
model the acquisition by a learning system of basic acoustic components of language,
like phonemes or words. In this chapter we present approaches that use multimodality
or supervision to acquire such components as well as techniques that rely only on
the patterns within the acoustic signals. Many of the techniques from the first
category use a labels or weak supervision to model multimodality and can therefore
be described as symmetric to the experiment presented in chapter 3: instead of
having a real scene and symbolic labels representing language, the language is real
but the scene is represented by symbols. The NMF techniques presented at the end
of this chapter and developed by ten Bosch et al. (2008), Driesen et al. (2009) are
the one that inspired work from chapter 3. Finally this chapter as well as chapter 3
present the two experiments that are joint in next chapter.

5.1 Models of language acquisition

Learning dictionary of primitive sounds is an attempt to model language acquisition
by featuring what Brent (1999) calls cognitive plausibility and therefore differs from
the static approach that take many automatic speech recognition systems. Brent’s
cognitive plausibility requires speech recognition methods to be incremental, self-
organized and start with no prior knowledge on the environment it has to explore:
properties that are observed on infants who learn the language(s) they are exposed
to.

Cognitive plausibility comes with the design of learning processes: a central point
in this design is the definition of the interaction between the system and an outside
word. We already have discussed the central problem of language grounding and
the importance of multimodality for language learning, but also the evidence from
work of Saffran et al. (1996), Saffran and Wilson (2003) that children can discover
patterns in speech signal without relating it to other modalities.

75
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Models of language learning both from multimodal perception and solely from acoustic
perception both exist in the literature. Considering the learning of linguistic elements
without using any social or multimodal cue highlights the importance of internal
regulation systems to develop an internal speech model from extraction of patterns
from observed language. Park and Glass (2008) have performed an experiment in
that direction; it shows that it is possible to extract words or phrases from a set of
recorded lectures by studying occurrences of speech patterns. However such learning
systems develop representations that are not included in a social interaction and
exclude any convention: therefore the models of language that emerges from these
experiment cannot be used to communicate since they lack the essential grounding
property.

Gorin et al. (1994) already underlined the importance of treating the input channel
as a communication channel when dealing with user requests and refers to it as the
“How may I help you” problem: the learning system will develop skills relevant to
the client request classification. Gorin thus made a choice between an information
theoretic approach or a more action oriented one. Other approaches use both
pattern extraction from acoustic perception and multimodal or social information.
As an example Iwahashi (2003) studies language acquisition from speech, visual
and behavioral information. He presents a learning system that includes a first
step where sub-lexical patterns in the speech channel and object recognition in
the visual channel are separately acquired. In other words, that system is used to
bootstrap some preliminary representation before any social interaction. The idea of
bootstrapping internal representations have also been studied by Brandl et al. (2008).
In other works, multimodality is simplified as labels, coding for keywords or more
generally for topics, as in Gorin et al. (1999), ten Bosch et al. (2008).

In order to build larger and more realistic systems, it often is necessary to work with
a model of memory; indeed incremental learning systems often bring growth in data
size, leading to memory usage and computation. The Acorns1(Aimetti, 2009, ten
Bosch et al., 2008, Altosaar et al., 2008) project have explored some of this issues
by introducing memory levels. The principle is to separate data storage in different
levels, where depth in memory increases with the level of organization of the data.
This may, to a certain extent, be seen as a compression mechanism as data is highly
structured in the long term memory, but it also introduces an attention mechanism,
associated to a model of short term memory.

Pirmitive acoustic elements may be considered at the sub-lexical or lexical level. Ma
and Li (2005) use hidden Markov models (HMM) to achieve sub-lexical classification:
a universal sound recognizer is learnt at the sub-lexical level, in a supervised manner
before being used to recognize spoken language. Aimetti (2009) uses symbolic labels
to build a lexicon of sound segments: similarity measures between sound segments
are used to select prototypical examples of such segments that are stored in a model
of memory, together with their label. The classification of a new lexical entity is
then achieved through a nearest neighbour approach. The experiment from Park
and Glass (2008) uses a similar approach together with a graph clustering method to
group similar sound segments as sub-lexical entities. In the experiment presented
in next section, we use a hierarchical clustering method to achieve unsupervised
sub-lexical classification on the basis of acoustic similarity; in a second step a bag of
word representation is built on top of the sub-lexical units that have been discovered

1Acquisition of Communication and Recognition Skills, http://www.acorns-project.org

http://www.acorns-project.org
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and used to recognize lexical elements learnt in a supervised way.

The exact role of word segmentation is a quite controversial issue in speech recognition:
whereas sentence segmentation is relatively easy through silence recognition, word
segmentation is indeed a difficult task even for standard written text (see Brent, 1999,
Kuhl, 2004). We may distinguish between two approaches: the first one consists on
building language acquisition on the ability to segment words, whereas the second one
does not rely on word segmentation but might lead to the ability to segment word-like
elements as a consequence of word recognition. An example to the first approach is
the segmental dynamic time warping method which uses dynamic programming to
find similar sound segments between speech examples, and defines sub-lexical units
as those segments. Such methods are used in Aimetti (2009), Park and Glass (2008),
Gajjar et al. (2008).

The second approach which ignores segmentation while recognizing speech may
appear less intuitive but also shows great results. Non-negative matrix factorization
methods have been used in such experiments. Ten Bosch et al. (2008, 2009), Driesen
et al. (2009) present a method that builds an internal word representation from whole
utterances with weak supervision. Similarly Stouten et al. (2008) explain how NMF
can be used to learn models of digit names from sentences that are sequences of such
digits. As a consequence, those representations may afterward be used to localize
candidate words in examples, and thus, achieve segmentation as a consequence. The
bag of words approach presented below uses local descriptors based on a completely
arbitrary segmentation. These local descriptors enable a statistical analysis of a
whole utterance which leads to keyword recognition without any lexical segmentation.

Many methods have been tried to match a lexical representation of spoken utterances
to a more structural representation, a process that may be seen as a grammar
extraction. Such methods often use a predefined structure, more or less flexible, to
which the utterance is mapped, and statistical inferences in a goal oriented manner.
For example Farrell et al. (1993), Gorin et al. (1994) use multilayer neural networks
to map the recognition of some words to an action; in their experiment the semantics
of the environment is based on action choices. In Iwahashi’s experiment (Iwahashi,
2003), this semantics consists of (object, action, position) associations and is analyzed
using a graph structure adapted to this semantics. The difficulty for a system of
self extracting such semantics representations, without predefined implementation, is
to find an origin for those representations. Other input channels such as the vision
channel or motor channels, in the case of action oriented goals, are generally part of
this process.

5.2 Hierarchical clustering of basic sounds

In our contribution (Mangin et al., 2010) we use a clustering algorithm to discover
a dictionary of primitive sounds. More precisely, we use a bag-of-words method in
a developmental approach of the learning and bootstrapping of speech recognition
skills.

We built a two levels language acquisition system: first an unsupervised clustering level
discovers multi-scale acoustic representations of speech invariants from unsegmented
speech streams with no prior phonetic knowledge. Then, at a higher level, these
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low-level representations are re-used to learn to predict a semantic tag associated to
whole utterances. The system presented in this section has three main features: there
is no explicit segmentation into words or phonemes, sub-lexical units are discovered
instead of coming from a static phoneme recognizer, and no supervision is used for
the discovery of sub-lexical units.

5.2.1 Background and principle

Our approach is based on the bag-of-words idea, that originated in text classification
applications (Joachims, 1997) and have been used with great success in image
categorization applications as in the work of Sivic and Zisserman (2008). The general
idea of bag-of-words approaches is to represent the text or the image as an unordered
collection of local elements chosen in a dictionary (the words in a text and local visual
features in an image), thus ignoring the global structure. Using this representation,
a classification algorithm can then be used to predict the associated category. In
computer vision applications, this can lead to very compact representations thanks
to the quantization of local features, while preserving the stable local information
and ignoring more unstable global geometry. In most applications, the dictionary is
static and requires an initial training phase. However Filliat (2008) has developed an
incremental approach that is closer to what developmental systems require. We will
therefore transpose this method to the speech recognition problem. Yet, for the sake
of clarity, we will use the terminology “bag-of-features” instead of “bag-of-words”,
since the “words” in the bag-of-words approach are not at all related to “linguistic
words” in the speech stream and which constitute important speech invariants to be
discovered and learnt in our framework.

5.2.2 Presentation of the framework

The language acquisition system uses three distinct layers to transform the sound
representation, as described below.

Continuous Acoustic Feature Vectors (CAF) extraction This layer trans-
forms the input audio signal into a set of vectors, each associated with some position
information. The goal of this process is to transform the signal into a set of local
descriptors. An important requirement on the used representation is that it must
come with a measure of similarity on the verctors. This first layer typically uses time
windows static sound processing methods (for example MFCC or RASTA-PLP, as
detailed in section 5.2.3).

Unsupervised clustering The role of this layer is to transform each CAF vector
from the set obtained above, into a discrete acoustic event, that is to say a single
number. This transformation is accomplished through a clustering process. More
precisely the clustering builds incrementally a representation of this acoustic event,
using the similarity measure inherent to the CAF space. This representation both
allows retrieval of the acoustic event corresponding to a given CAF vector and the
learning of new acoustic events when a CAF vector does not match any known
feature.
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Higher level semantic analysis The two previous layers may be seen as a pre-
processing, which goal is to transform the input audio signal into a bag of discretized
acoustic features, more precisely we get a set of couples, each composed of an
acoustic event and its position in the stream. This semantic layer introduces a
new representation of the audio signal that allows to efficiently set up higher level
statistical treatment, such as keyword recognition (see following experiments) or
more complex analysis.

Time signal

Seq. of windows

Set of CAF
vectors

Set of acoustic
events

Semantic classes

Train labels

Windowing

MFCC or
RastaPLP

Unsupervised clustering
(codebook)

TF-IDF vote

Figure 5.1: Sequence of transformations from raw (time sequence) acoustic signal to
the classification into semantic classes.

This process may be described mathematically as follows: given an input audio
sequence a ∈ A, a continuous feature vector space F , a set of localization data, such
as time position in the utterance, P, a discrete acoustic feature dictionary D:

• extract CAFs: a ∈ A −→ (vi, pi) ∈ (F × P)⋆

• find corresponding acoustic events: (vi, pi) −→ (fi, pi) ∈ (D × P)⋆

Where, i is a free variable, and for any set E , we call E⋆ =


k∈N Ek the set of finite
sequences over E . In the case of tag inference, the statistical process is then, given a
set T of tags, a mapping: (D × P)⋆ → T .

5.2.3 Implementation

Continuous feature vectors extraction

We use mel-Frequency Cepstral Coefficients (MFCC) and Relative Spectral Transform-
Perceptual Linear Prediction (RASTA-PLP) features over a short time window, from
Ellis (2005) implementation. The former feature vectors, which are actually time
sequences of successive feature vectors, are compared with respect to a Dynamic Time
Warping (DTW) distance (Sakoe and Chiba, 1978). Such approaches are known to
yield efficient acoustic similarity measures for word recognition (see Furui, 1986).

Mel-frequency cepstral coefficients These coefficients are computed by first
taking the power spectrum of the signal, that is to say the square of the modulus of
the Fourier transform of the signal, then averaging it over generally 25 filters, taking
the log of the resulting coefficients, and finally applying a cosine transform. The
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power spectrum of a signal s(t) is given by the following formula.

p(ω) = |ŝ(ω)|2 (where ŝ denotes the Fourier transform of x)

=
1

2π


t

s(t)e−iωtdt

2
For a set of filters ψi over the frequency domain, the mel frequency spectral coefficients
(MFSC) are computed as follows.

MFSC(s)i =


ω

|ŝ(ω)|2|ψi(ω)|2dω

The filters are chosen according to empirical studies of the human perception of
sounds similarities, which is approximated as a transformation of the frequency
scale, denoted mel scale (Stevens and Volkmann, 1940); the mel scale is such that
frequencies that are perceptually similar are evenly spaced in the mel domain. One
then generally use equally spaced triangular filters in the mel domain. Using a finite
set of filters accounts for the fact that close frequency cannot be distinguished by
humans. An approximation function to the empirical curves from psychology is
generally used to convert from the frequency domain to the mel domain. As an
example:

mel(f) = 2595 log10


1 +

f

700


.

The coefficients obtained from this process are meant to model the perception of
sound as processed by the human cochlea. The mel frequency cepstral coefficients
(MFCC) are computed by applying a discrete cosine transform (DCT, Ahmed et al.,
1974) to the logarithm of the MFSC.

MFCC(s) = DCT [log (MFCC(S))]

Dynamic time warping This distance, which inspired from the Levenshtein
distance (Levenshtein, 1966) distance, takes into account possible insertions and
deletions in the feature sequence. It is adapted for sound comparison but does not
correspond to an inner product in CAF space, since it is not an Euclidean distance.
This prevents the use of the classical k-means algorithm.

A practical benefit of using the DTW distance is that it enables to compare sound
feature vectors of different length. However, in our experiments we used fixed length
feature vectors: for each acoustic utterance we first compute the MFCC sequence
corresponding to this audio stream. After extracting this MFCC sequence, we cut it
into fixed length features, using a 80ms or 150ms sliding window. The sliding length
used in most of the following experiments is one third of the length of the window.
However, it is also completely possible to mix several lengths in the same vocabulary
or to extract features of random lengths. This would result in more multiscale
approach. The window length is here around the scale of a phoneme length and
gives a good trade-off between sufficiently long sequences of MFCC vectors and the
quadratic complexity in the length of the vectors for DTW computation. Furthermore
limiting the window length is necessary in order to obtain local descriptors.
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Incremental unsupervised clustering

We use a dictionary structure that groups similar CAF vectors according to their DTW
distance into discrete acoustic events. The dictionary implements two operations
that are related to its construction and the retrieval of the acoustic event matching
a specific CAF. Our approach is adapted from the one used for image processing
in Filliat (2008).

The dictionary construction is an incremental hierarchical clustering algorithm that
is to say new CAF vectors are added incrementally to the dictionary, either in an
existing cluster (acoustic event) or by creating a new cluster if the new vector is
too far from existing data. The retrieval of the acoustic event that best matches
a specific CAF is equivalent to find the closest group in the dictionary for a given
vector. Since it is not computationally possible to compare the input vector to each
of the clusters we use a tree structure and an associated efficient search algorithm.

More precisely, the acoustic events are defined as hyperspheres in the continuous
feature space, and their centers are organised in a tree structure inspired by the one of
Nister and Stewenius (2006), where leaves are primitive clusters and nodes represent
hierarchical clusters. The tree structure is organised according to the following rules:

1. each leaf or node is a cluster C represented by its centroid: a vector vC ,

2. each leaf (primitive cluster) is actually a hypersphere of radius rmax around its
centroid. A CAF vector v is therefore part of a primitive cluster C if and only
if d(v, vC) ≤ rmax

3. each node of the tree has a limited number of children Nmax . The cluster
associated to the node is the union of the clusters associated to the children,
and the centroids nC associated to the cluster is the mean of the vectors it
contains.

A CAF vector is matched to a cluster by recursively following the child of the node
which centroid is the nearest from the searched vector. The dictionary is built by
adding these vectors to the tree: we find the nearest leaf (primitive cluster); if the
vector matches the radius condition regarding to this cluster, it is added inside this
one; if not, a new cluster is created initially containing only this vector. In the case
where a new cluster was created, it is added as a child of the same node as the
previously found nearest cluster. Then we check if the number of children is below
Nmax ; if not, the node is split in k nodes, by a k-means process (see algorithm 2
and Hastie et al., 2001, 14.3.6) on the centroids of the leaves. The leaves are then
distributed to those child nodes. An example of this mechanism, also described by
the following pseudo-code of algorithm 1, is shown in fig. 5.2.

This structure and algorithm implement an approximate nearest neighbour search,
and thus the processes of learning a CAF or retrieving the corresponding acoustic event
are approximative. Since the CAF vectors are themselves noisy, this approximation
is naturally handled by the statistical treatment in layer 3. In order to reduce
the impact of orientation errors while exploring the tree, which may result in an
important final error, for example, if it occurs near the root of the tree, we added
the following improvement to the search algorithm.

The idea is to launch more than one search for each request and then select the best
results. This is close to a branch-and-bound techniques and may be implemented in
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Step 1

Step 2

Step 3

Figure 5.2: Insertion of a new vector in the hierarchical lexicon structure. The nearest
leaf is found, but the vector is too far from the center (first step) so a new leaf is
created (second step). The new leaf father has now too many children (Nmax = 3)
so the node is split in two parts(third step).(k = 2)

many ways. We tried two implementations of this method. In the first one, for each
node reached during the search process, the search is launched again on its b children
closest to the target, instead of just the closest child. By best children we mean
the b children with the lowest distance between their centroid and the requested
vector. b is called the backtracking parameter. This method leads to a complexity
of O


nlogk(b)k


, where n is the number of nodes, k the k -means parameter used

to create the tree and b the backtracking parameter. In practice this backtracking
approach make the search very long compared to the O


k log(n)


original complexity.

The second method uses the same idea, but instead of deciding locally which node
deserves to be explored, it runs full searches, at the end of which it launches again
a search from some node on the tree, where a good candidate path may have been
missed. More precisely, during the search, each time a child node is chosen for the
proximity of its centroid to the requested vector, its siblings are memorized with
some value representing how far they were from the chosen child. When a candidate
leaf is finally found, the system is able to reconsider the choices it has made during
the search and explore the ignored node which are the closest to the target.

By repeating this process b times, and finally choosing the best candidate nearest
neighbor from those found, we are able to minimize the impact of the approximate
nature of our structure. The actual complexity of this method is roughly O(bk log(n)).
The second method gave a better trade-off between the number of explored nodes,
which corresponds to computation complexity, and the quality of the retrieved
approximate nearest neighbor.
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Algorithm 1 Adding a vector to the cluster tree node

: current node is the node where the vector is to be added,
: vector is the vector to add,
: k is the k-means parameter,
: rmax is the threshold distance that is used to decide if two vectors are considered
identical,
: Nmax is the maximum number of vectors that a leaf may contain.
procedure add vector to node(current node, vector , k, rmax , Nmax )

if current node is a leaf then
let v be the nearest vector in current node
if distance (vector , v) ≤ rmax then

add vector to current node
else

let father be the father of current node
create a new leaf from vector and add it to father
let children be the children of father and n their number
if n ≥ Nmax then

new nodes← k means(k, children)
set new nodes as the children of father

end if
end if

else
let child be the nearest child from vector in current node
add vector to node(child , vector , k , rmax , Nmax )

end if
end procedure

Semantic tag inference

While previous steps are able to build an internal representation for the system,
based on topological information, this process had no relation to the final goal of
keyword classification. Actually, all the semantics related to the classification task is
created in the step. We implemented a voting mechanism to score acoustic events
and examples regarding semantic tags.

The idea of the voting mechanism is to associate a weight wi to each acoustic event
i. Let f ti be the frequency of acoustic event i regarding tag t, f ti =

ni,t

nt
where ni,t is

the number of co-appearances of acoustic event i and tag t and nt the number of
appearances of t. For a query utterance q, where acoustic acoustic event i appears qi
times, i votes as Vi = qi · f ti · wi, where wi are weights. A common way of setting
weights wi is to use a Time Frequency — Inverse Document Frequency (TF-IDF)
approach by setting

wi = log


Ntags

N
(i)
tags


, (5.1)

where Ntags is the total number of tags and N
(i)
tags the one of tags whose examples

contain acoustic event i at least once.

Additional conditions may be considered such as setting all node weights to zero
except from leaves, which rely entirely on the size of clusters, that is to say the rmax

parameter, in our case, which is chosen a priori. One may also choose to allow only
nodes near the leaves to have a nonzero weight or to rely entirely on TF-IDF weights.
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Algorithm 2 The k-means clustering algorithm

: k the number of clusters
: (xi)1≤i≤N the Nvectors to add,

: c is the vector of assignments (in [|1, k|]N )
procedure k means(k, (xi))

initialize the cluster assignments c
while assignments change do

for each cluster, let mj be its mean
let c be the assignment of each observation to the closest mean:

ci = arg min
1≤j≤k

∥xi −mj∥2

end while
end procedure

This kind of modifications may bring more scalability and robustness to the system.
It also defines which clusters are acoustic events: either only leaves or all nodes, and
thus the use or not of hierarchical and multi-scale acoustic events.

In order to be able to compute this score we store the number of appearances of
each acoustic event in an utterance associated to a particular semantic tag: this
corresponds to previously introduced ni,t. The following process is used: while
training, for a given utterance with tag t, transformed in a bag of acoustic events,
for each acoustic event i, ni,t is increased by one.

During the test phase, we extract the bag of acoustic events corresponding to the
utterance. Then, for each tag we compute its score on the utterance, by summing the
votes of each acoustic event from the utterance representation. Votes are computed
as explained previously, using only the count of co-occurrences, by simple operations
over the (ni,t)i,t matrix.

5.2.4 Experimental scenario

As explained above, we adopt a framework where the goal is to allow a robot to
progressively learn to predict semantic tag(s) associated to a given speech utterance.
For example the robot is incrementally provided with examples of associations
between speech utterances and semantic tags, and should accordingly incrementally
update its internal representations in order to predict better these semantic tags in
new utterances. Semantic tags are technically encoded as keywords referring either
to general topic(s) of the utterance, sometimes corresponding to the presence of a
particular word in the utterance or to the speaker style or language.

Databases and protocols

We restricted our work on labeled classification problems, that is to say, sets of
utterances associated with a semantic label. These labels may be words contained in
the utterance as well as levels of speech or speaker identities. The system is trained
with such a learning dataset and then evaluated on its label prediction performance.
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We take a bath
To put it in the bath isn’t funny either

The shoe is a symbol
Now mummy is losing her patience

Daddy comes closer
Angus takes off her shoe

Daddy never calls
She sits on a nappy

Now everybody is in the car
Where is the nappy

Table 5.1: Transcriptions from ten random examples from the Acorns Caregiver
dataset from Altosaar et al. (2008). Keywords are identified in bold font.

During our experiments we worked with two datasets. The first one was a home
made dataset in which utterances were single words. This dataset, which contains
twenty three examples of ten different words, was used to evaluate the performances
of the nearest neighbor retrieval with word-long continuous features. The second one
is the Caregiver dataset (Altosaar et al., 2008) provided by the ACORNS project,
composed of 1000 utterances containing 13 keywords, each spoken by 4 speakers in
English adult directed speech; this makes a total of 4000 utterances. An example of
sentences used in the dataset is Angus is lazy today. where the semantic tag/keyword
is Angus. Examples of transcriptions from utterances from the dataset are given in
table 5.1. More details on the dataset can be found in appendix B.1.

Results

In order to demonstrate the cognitive efficiency of our system we set up the following
experiment: for each speaker we randomly split the database in two sets: a train set
consisting of 900 examples and a separate test set of 100 examples. The system is
trained incrementally with each utterance of the training set; after each 100 train
examples, the system is tested on the whole test set. This protocol, which allows
us to monitor its progress, is represented in fig. 5.3. In order to characterize the
efficiency of the learning process as its improvement through training, that is to say
the convergence speed of the algorithm, we regularly test the process during the
training and visualize its performance at each step.

The same experiment can be made with the 4000 examples coming from all four
speakers, to demonstrate that the method is, in some way, robust to multi-speakers
learning. In this experiment, the training sessions are 200 examples long and after
each training session the process is tested with a constant set of 400 examples: 100
from each speaker. The training set is a succession of 900 examples from each speaker,
presented by order of speakers. Such results are presented in fig. 5.4.

These experiments demonstrate the good accuracy of our system on the keyword
recognition problem. We may compare these results with those from ten Bosch et al.
(2008), whose database we used. Actually our results are quite similar to the ones
they obtained using non-negative matrix factorization, which method is also not
centered on segmentation and proved to reach maximal performances among a variety
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Figure 5.3: Success rate on the utterance classification task with data from a single
speaker: each utterance has to be classified as containing one of the ten keywords.
Results are plotted at various stages during learning (number of training examples for
incremental learning). A separate learner is trained on each speaker; 1000 examples
for each speaker are split into 900 for training and 100 for testing. (80ms MFCC
features)

of various competing technical approaches. However matrix factorization has other
interesting properties, as discussed in chapters 3, 4 and 6.

Those results demonstrate, first of all, the ability of our system to build an internal
representation of speech units, in an unsupervised manner (information about key-
words is not used in the building of the dictionary), and then to use this internal
representation to achieve a keyword recognition task, performed by a kind of semantic
engine, which in our experiments is the score system.

5.3 HAC representation

This section describes the representation of sound used in the works of ten Bosch et al.
(2008), Van Hamme (2008), Driesen et al. (2012) and that is also used in chapter 6.
Histograms of acoustic co-occurrences (HAC) were introduced as a representation of
sound that is based on acoustic events. It is similar to the bag-of-words approach
from previous section since it discards most of the sequential information of the
acoustic events; it however consider co-occurrences of pairs of acoustic events and
uses a static (instead of incremental) approach to codebook construction. Two
important properties that make HAC representations particularly adapted for the
NMF algorithm are that they involve nonnegative values and approximate the
sequencing of acoustic patterns in an additive manner.

The outline of the transformation from raw sound to HAC representation is given in
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Figure 5.4: Behavior of the learner when facing data from several speakers. The plot
displays the success rate on the utterance classification task: each utterance has to
be classified as containing one of the ten keywords. Results are plotted at various
stages during learning (number of training examples for incremental learning). The
same learner is trained on a mixed dataset of 4000 examples from four speakers; 3800
examples are used for training and 200 for testing. The training data is ordered such
that the learner encounters first all data from the first speaker, then from the second
one, etc. One curve represents global accuracy; the other ones represent the accuracy
of the learner on the subset of the test data coming from each speaker. (80ms MFCC
features)

fig. 5.5. The steps are explained in more details in the remaining of this section. We
start from the representation as sequences of MFCC vectors, which computation is
detailed in section 5.2.3. Additionally we consider dynamic information on top of
the sequence of MFCC vectors (MFCC)t: time differences are computed with the
time difference ∆ operator defined following Driesen (2012) as

∆xt = 2xt+2 + xt+1 − xt−1 − 2xt−2

with the convention xi = x1 for i ≤ 0 and xi = xT for i > T . This transformation is
analogous to the delayed velocities used in chapter 3 to represent motions. Similarly
the MFCC vectors are extended with additional dimensions from the ∆MFCC and
∆∆MFCC. Following Driesen et al. (2012) we keep 22 dimensions from the MFCC
vectors which yields final vectors of 66 dimensions.

5.3.1 Codebooks

There are actually three codebooks, for basic MFCC vectors and there ∆ and ∆∆
transformations. The codebooks are obtained with the k-means algorithm, described
in section 5.2.3. In the following we use the implementation of ten Bosch et al. (2008)
that builds codebooks of size k = 150 for MFCC vectors and ∆ and of size k = 100
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Figure 5.5: Sequence of transformations from raw (time sequence) acoustic signal to
histograms of acoustic co-occurrence (HAC) representation.

for the ∆∆ vectors. The codebooks are used to convert the three sequences of MFCC
vectors and their ∆ and ∆∆ transformations into a sequence of acoustic events: each
cluster, that is to say each elements of a codebook defines an acoustic event; each
time window is thus transformed into three discrete events corresponding to the
clusters in which fall the three vectors associated to that time window.

5.3.2 Histograms of co-occurrences

The last step consists in removing most of the temporal information by building
histograms of event occurrences and co-occurrences. This process is used on top of
the three sequences of acoustic events obtained from vector quantization of MFCC
vectors and their derivatives. It is however not at all restricted to these kind of
events: any time indexed sequence of events can be transformed into such histograms.
Van Hamme (2008) gives a presentation of this construction in the more general case
of events not necessarily time indexed but represented in a lattice structure that
accounts for the ordering of the events. Finally the process is straightforward to
extend to continuous event occurrence probabilities.

For a given stream of event (et)1≤t≤T the stream of co-occurences with delay δ is
defined as the stream (ct)1≤t≤T−δ of pairs ct = (et, et+δ). Co-occurence histograms
are simply histograms of co-occurrences. What is denoted as HAC representation
in the following is actually the concatenation of co-occurence histograms for each
one of the events categories, that is to say MFCC, ∆MFCC, and ∆∆MFCC events.
Two such vectors are then concatenated for two values of δ: 2 and 5.

An important consequence if that representation is a property denoted as the additive
property. The additive property directly comes from the use of histograms in the
representation and states that if two words which HAC representation are w1 and
w2 are concatenated into an utterance, which HAC representation is denoted as s,

s ≃ λw1 + (1− λ)w2

where 0 < λ < 1. The approximation ignores the events coming from the border
between the words. This important property transforms the sequencing operation
into a convex combination. It therefore transforms a sentence into a mixture of its
words, and similarly a word into a mixture of phonemes.



5.4. LEARNING WORDS WITH NMF 89

5.4 Learning words with NMF

In this section we introduce the use of nonnegative matrix factorization to learn
words. Ten Bosch et al. (2008), Stouten et al. (2008) have performed experiments
demonstrating the effectiveness of NMF techniques for word learning in both an
unsupervised and a weakly supervised setup.

In their experiment, Stouten et al. (2008) demonstrate that an unsupervised use
of NMF can lead to the learning of words. They use a variation of the HAC
representation, described above, on top of a static phoneme recognizer. More precisely
they consider 43 distinct phonemes and count the co-occurrences of pairs of phonemes.
In their experiment they consider a data matrix V composed of co-occurence vectors
built from phoneme recognition on spoken utterances. The utterances are formed
as the concatenation of names of digits, such as “014”. Each column of the matrix
corresponds to the representation of one such utterance. Stouten et al. (2008)
apply the NMF algorithm to learn matrices W and H such that V ≃ W ·H. The
algorithm is actually parametrized to learn 11 atoms, that are the columns of W .
In their article they demonstrate how these atoms are good representation for the
phonemes transitions that are characteristic of the name of each digit. This is done
by interpreting the atoms as probabilities on the phoneme transitions and noticing
that the phoneme transitions that actually occurs for example in the word “one”,
that is to say “AH N”, “W AH”, “ W”, and “N ” have the highest probabilities in
one of the atoms.

The experiments from ten Bosch et al. (2008) have directly inspired the setup
presented in chapter 3 and are therefore very similar. These experiments use NMF in
a weakly supervised setup: a data matrix Vsound is built using the HAC representation
from previous section from spoken utterances. The utterances are simple sentences
in containing one or several keywords. Each sentence is associated to a set of
labels corresponding to the keywords. These labels can be interpreted as a symbolic
representation of objects in a visual scene or basic gestures in a complex motion. A
matrix Vlabels contains binary vectors indicating the presence of each label, as detailed
in section 3.3.1. Similarly to chapter 3 sound and label data are concatenated for
the training into a matrix

V =


Vsound
Vlabels


.

The system is then evaluated on its ability to reconstruct either one or several labels
from new utterances.

5.5 Conclusion

In this chapter we introduce several techniques to represent sound and learn sub-
lexical or lexical patterns such as phonemes and words. The first technique from
Mangin et al. (2010) accounts for the incremental learning of a phoneme codebook.
A bag of acoustic events representation of sound is built from the codebook; the
efficiency of that representation is illustrated in a supervised classification task using
a simple voting algorithm.

The HAC representation from Van Hamme (2008) shares a lot of similarities with



90 CHAPTER 5. LEARNING A DICTIONARY OF PRIMITIVE SOUNDS

the previous techniques: it is based on a static codebook learnt through vector
quantization of an audio stream; in addition to the representation as a bag of acoustic
events, HAC histograms use co-occurences of events, which capture more temporal
information. The bags of paired events are then represented as histograms which
provides a representation well fitted to use nonnegative matrix factorization.

The experiments presented illustrate the efficiency of these representations in unsu-
pervised, weakly supervised and supervised problems. In next chapter we extend
these use case to multimodal learning as a specific form of unsupervised learning.

The originality of the techniques presented in this chapter is that they discard most
of the temporal information of sound. Interestingly they demonstrate that local
information is sufficient to achieve simple recognition tasks, a result closely related
with similar phenomenon in the field of vision. Therefore these techniques provide
an interesting alternative to other techniques based on the process of high level
segmentation of the sound signal. Also, it is important to notice that sliding windows
can be used for example to locate the recognized words, using only the aforementioned
techniques. However temporal information is crucial for some applications and an
important limitation of the techniques presented above is that they do not represent
it. It is therefore an important direction for future research to extend such techniques
in order to account for the important temporal nature of speech signal.



Chapter 6

Multimodal learning

In this chapter we bring together the work on the discovery of motion primitives
presented in chapter 3 and the one on the discovery of sound patterns from acoustic
language introduced in chapter 5: we present a multimodal experiment in which
learning occurs simultaneously from acoustic language and motions, without any
symbolic supervision. That experiment explores aspects of multimodal learning, but
also of the issue of language grounding. Although we have identified important issues
related to the ambiguity of decomposition in both the problems from chapter 3 and
from chapter 5, this chapter demonstrate that the ambiguity that makes each of the
problem difficult when taken separately might be much easier to solve when both
problems are considered simultaneously.

6.1 Multimodality in perception and learning

Most artificial perceptual systems, as well as humans or other animals, include sensors
from various modalities and can therefore take advantage of these multiple modalities
to gather more information on their environment. In some situations, the multimodal
nature of the signal is of great importance and is not limited to the juxtaposition of
information from each modality.

As already mentioned in section 1.3, an important example of multimodality is given
by communication: human communication is not in general reduced to speaking or
writing; instead full featured communication makes extensive use of facial expressions,
physical contact, and eye gaze. A famous evidence of the multimodal nature of
communication was given by McGurk and MacDonald (1976) and is referred as
the McGurk effect : observing lips pronouncing ‘ga’ while hearing ‘ba’ is most often
reported as perceiving the sound ‘da’ (see also Schwartz, 2010). Because human
communication is so naturally multimodal, robots or intelligence systems pursuing
human assistance or collaboration with humans might greatly benefit from taking
into account several modalities. For example, while degraded communication is
always possible, as when using a telephone, that only transmit the acoustic modality,
it is not as efficient and natural as direct communication. Only taking one modality
of communication into account might also make it more difficult to learn.
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The question of symbol grounding, as introduced by Harnad (1990) and discussed by
Glenberg and Kaschak (2002), points out that learning language is not only about
learning the signs of communication such as words, but also requires to relate them
to their semantic content. Since that semantic content often lies in other modalities,
this problem can be seen as another important instance of multimodal learning.

However multimodal learning is not restricted to language learning. The emergence
of the concept of ‘dog’ is not only related to the ability to recognize pictures of dogs
but also to the sound of a dog barking and the touch of a dog’s fur. Indeed, many
concepts cannot be completely characterized without grounding them on several
modalities: the concept ‘metallic’ cannot be characterized without taking into account
its perceptual expression on several modalities (for example visual aspect, sound,
touch, or taste), together with the recognition of the spoken or written word.

Unlike supervised learning, unsupervised learning, or reinforcement learning, mul-
timodal learning is not a specific class of algorithm. Indeed, multimodal data can
be treated as unimodal data on which an unsupervised learning is applied (some
examples provided in this chapter fall under this category). It can also bee considered
a supervised regression problem that consist in predicting the signal in one modality,
knowing the others. Thus, we prefer a presentation of multimodal learning as a focus
on several questions or problems. This chapter focuses more precisely on the study
of the mechanisms underlying the self-organization of multimodal perception that
can explain the emergence of concepts. The notion of concept does not necessarily
refers to an explicit representation of that concept but rather on the emergence of
behaviors that are interpreted as mastering of that concept. For example a child is
said to master the concept ‘dog’ not by looking into his brain for a neuron spiking
each time a dog is seen but rather by its ability to relate the sight of a dog with the
sound of a barking dog.

The acquisition of semantic concepts from self-organization of multimodal perception
however raises the question of the drives and cues that enable that organization.
In the case of language learning, experiments on children performed by Akhtar
and Montague (1999), and Smith and Yu (2008) demonstrate that cross-situational
learning, which focuses on elements that are persistent in the environment across
different uses of a word, might be used by children to learn the meaning of words.
Most of the approaches presented in this chapter rely on cross-situational learning to
explain or model the acquisition of lexicons. However mechanism such as the whole
object assumption, mutual exclusivity (see Markman, 1990), and conceptual reasoning
(Landau et al., 1998) are also known to play a role in the process of associating
linguistic labels to concepts.

Another important aspect of multimodal learning is related to ambiguities and their
resolution. As pointed out by Belpaeme and Morse (2012): “The challenge which
cross-situational learning needs to solve is not only one of mapping a word to a
meaning, but of distinguishing that meaning from possible distractors.” Indeed,
Quine’s indeterminacy of reference (Quine, 1960) states that relating words to
meanings when learning a foreign language is intrinsically ambiguous. On the other
hand, many models of learning semantic components from one modality also encounter
similar ambiguity issues. An example is given by the experiments described both
in chapter 3 and section 4.2; another one is encountered with the choice between
thematic and taxonomic association of concepts as explained in Markman (1990)1.

1Thematic association refers to the association of concepts that are related because they interact
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Other analogies can be drawn between this phenomenon and the ambiguity of word
segmentation (see Brent, 1999), but also with multistability phenomenon as described
by Blake (1989), Leopold and Logothetis (1999), Schwartz et al. (2012b), and the
cocktail party effect (see Cherry, 1953).

It comes that ambiguity and the means to overcome it are central aspects of mul-
timodal learning. In a somehow paradoxical manner, many multimodal problems
feature ambiguity in one or several modalities, but, as pointed out in chapter 3 and
section 4.2, integrating information from several modalities can be efficiently used to
overcome such ambiguity. In other words, considering the problem of concept learning
separately in each modality suffers from the presence of ambiguity, but looking at
the same problem in several modalities at the same time might help resolving that
ambiguity instead of increasing it. For example the role of multimodal perceptions
relatively to multistability is discussed by Schwartz et al. (2012b). Similarly Schwartz
et al. (2004) explores the role of vision of the lips for improving intelligibility of
spoken sound. Finally Sodoyer et al. (2004) present an algorithm for source separation
taking advantage of audio-visual information. In the frame of learning language this
emphasises the mutual interaction between the learning of the language itself and
the concepts it describes. On the one hand perceptual knowledge is used to identify
linguistic signs and structures that are by themselves ambiguous. On the other hand
language also plays an essential role in shaping the concepts it describes.

6.2 Related work

Before introducing some works related to the one described later in that chapter, it
is important to notice that the boundaries of what may be considered a multimodal
learning problem are difficult to draw. As an example, any classification or regression
algorithm can be seen as solving a multimodal learning problem, where one modality
plays a special role, either by being constrained to a specific strong structure (labels
in classification), or by having to be reconstructed. That perspective is taken in
chapter 3 and section 4.2 with respect to multi-label classification. Assuming such
structure in the data is however often not compatible with th problem of concept
emergence from sensori-motor perception; our contribution presented in this chapter
thus focuses on the use of unsupervised algorithms.

In their seminal work, Roy (1999), Roy and Pentland (2002) introduce a learning
architecture called Cross-channel early lexical learning (CELL), together with an
example implementation, that demonstrates how the problems of learning linguistic
units, semantic categories, and their relations (in the form of lexical units) can be
achieved at the same time. In CELL, both linguistic information and contextual
information, each of which may come from several sensory channels, are segmented
according to saliency cues such as utterance boundaries or changes in motions. In
a second stage, implemented by a model of short term memory, pairs of recurrent
co-occurring linguistic and contextual events are filtered. Finally models of linguistic
units and semantic categories are built; they combine clustering of similar language
stimuli as well as contextual stimuli and optimize the mutual information between

together, as milk and cow. Taxonomic association refers to concepts that belongs to the same class,
such as cow and pig
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language and context. The pairs of linguistic units and semantic categories with the
highest mutual information are kept as lexical units.

Yu and Ballard (2004) have presented work addressing a similar problem but focusing
more precisely on user-centric and multimodal information. They present a learning
architecture that is capable of forming semantic models of both actions and observed
objects by using unsupervised learning techniques. First, models of actions are
formed by fitting a mixture of hidden Markov models on the observations and models
of objects result from an agglomerative clustering algorithm. The models of objects
and actions define concepts and together form the contextual information. Then, this
contextual information is used to extract word-like units related to these concepts
from phoneme transcriptions of the recorded utterances. More precisely longest
phonetic sequences are extracted from all utterances related to the same object
or action. Then an alignment techniques, that comes from the field of automatic
translation, is used to form the lexical units composed of words and concepts.

In Iwahashi (2003) the studied language is related to an (object, action, position)
semantics which appears to be closely related to the language grammar. More
precisely a lexicon is built from data: the lexicon actually represents a mixture of
word and meaning pairs, where meanings can either be objects or actions. Specific
probability models are implemented to represent the acoustic modality as well as the
modality of visual objects and the one of visual actions. The number of elements
in the lexicon is automatically chosen in order to maximize the mutual information
between the speech and contextual modalities. In their model a representation of
the grammar of the language is learnt by identifying in which order the linguistic
elements corresponding to the eventual object, action, and landmark appear. In
another experiment Iwahashi (2004) details how a similar architecture can benefit
from the possibility of asking a user for binary feedback when unsure of the novelty
of an encountered lexicon pair.

Sugita and Tani (2005) introduce a recurrent neural network architecture that learns
to relate a basic language to corresponding behaviors of a robot. The system is
capable of both understanding the words composing the language, that in their
experiment are represented by symbols, and their composition, that is to say the
syntactic structure of the language. Another aspect of learning action related to
language is explored by Tuci et al. (2011) who provide a model of multimodal
learning for symbolic language and real actions. Their experiment demonstrates that
learning a compositional structure shared between action and language can allow
robotic agents to achieve better generalization of the acquired motor knowledge.
More precisely the linguistic input received by the system shapes a model of the
structure of actions and makes the system capable of achieving behaviours that were
not encountered in training. Furthermore Massera et al. (2010) have demonstrated
that providing linguistic instructions can facilitate the acquisition of a behavioral
skill, in comparison to pure motor learning. Although these experiments are limited
to symbolic language, they are good illustrations of the implication of learning
multimodal actions and grammars.

Our experiment (Mangin and Oudeyer, 2012a), presented in section 3.3, can be seen as
a multimodal learning experiment where the language modality is actually symbolic.
Ten Bosch et al. (2008), Driesen et al. (2009) have presented a similar experiment
where the contextual modality is the one that is symbolic and the linguistic one is
continuous. Similarly Lienhart et al. (2009), Akata et al. (2011), BenAbdallah et al.
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(2010) use the NMF or probabilistic latent semantic association (PLSA) algorithm
to learn from a continuous and a symbolic modality. Driesen et al. (2010) have
also used the NMF algorithm to learn from two continuous modalities. However
their evaluation is based on the reconstruction of a third, symbolic, modality. An
interesting aspect of all these approaches is that they use common feature learning
algorithms, that are some kind of unsupervised algorithms, instead of relying on
explicit models of the lexical units and their relations to language and context.

Another example of the use of feature learning techniques is given by Ngiam et al.
(2011) who also present an experiment based on a similar multimodal setup. They
introduce an architecture based on sparse restricted Boltzmann machines that learns
from two continuous modalities: one is acoustic and the other corresponds to the
observation of the speaker’s lips. They demonstrate how in certain conditions the
algorithm reproduces the McGurk effect. Their algorithm actually learns a new
representation of the input in an unsupervised setup and is then evaluated combined
with a standard supervised classifier trained on top of this representation. Their
work can also be described as a sensor-level multimodal fusion: several modalities
are used to build a common representation that is later used to solve a classification
problem. Actually multimodal fusion has already been used to improve supervised
classification: Potamianos et al. (2003) discuss the use of both sensor-level fusion and
decision-level fusion for speech recognition. Saenko and Darrell (2007) also implement
decision-level fusion and demonstrate that it improves the recognition of objects.

In the following we present and extend a multimodal learning experiment (Mangin
and Oudeyer, 2013) based on the use of the NMF algorithm. The setting and the
algorithm are closely related to the one of Driesen et al. (2010); the experimental
setup also shares many similarities with the one from Ngiam et al. (2011). However in
these experiments we do not evaluate the learning through a standard classification
task: instead of testing the reconstruction of symbolic labels, the system is tested on
a behavior based classification task, as encountered by children. We show that fitting
an explicit representation of a lexicon is not necessary to produce behaviors that
are considered on children as evidence of the mastering of lexicons understanding.
That aspect is an important novelty of our work in comparison of the aforementioned
previous work. More precisely we do not build a system with mechanisms for
explicit decomposition into concepts and words, which would make the decomposition
capability a pre-requisite to the learning of words, concepts, and their relation. The
latter approach is described by Wrede et al. (2012) as targeting compositional
understanding first, which they oppose to teleological understanding2. Indeed the
system presented below self-organizes until it is capable of solving a simple behavioral
classification task; it therefore achieves teleological understanding of sentences without
word segmentation and recognition being implemented as a pre-requisites. We however
illustrate the fact that the compositional understanding also emerges at the same
time. These aspects constitute an important difference between the work presented
in this chapter and the ones from Roy (1999), Roy and Pentland (2002) and Yu and
Ballard (2004).

Similarly to all the aforementioned approaches, ours use the cross-situational heuristic
to discover the semantic concepts: a form of compression is performed on the sensory

2As explained in section 1.2, compositional understanding consists in understanding a complex
concept as the combination of the simple parts that compose it. On the other hand teleological
understanding is the understanding of the concept as a whole, generally with respect to a specific
interaction task.
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input that favor the representation of events that occur simultaneously.

6.3 Experimental setup

This chapter presents a system that learns to link elements from one modality of
perception to related elements in other modalities. We perform several experiments
in order to explore the learner’s ability to represent semantic relations between the
modalities. These semantic relations may correspond to either an essential relation
as the one relating the barking to the image of the dog, or conventional relation as
the one relating the name ‘dog’ to images of dogs.

The origin of the essential relation comes from the reality of an object that has
manifestations in several modalities. Their exists such a thing as a dog that has
manifestations in the visual modality as images of the dog, in the touch modality as
the touch of the dog’s fur or its claws, or in the acoustic modality as the sound of
the dog barking. Although not all of these manifestations occur each time the dog is
encountered, they are often perceived simultaneously since they corresponds to the
actual presence of the dog.

On the other side, the conventional relation is characteristic of language: it corre-
sponds to the fact that the word ‘dog’ is often pronounced when a dog is present
and is the object of attention. It is extensively used by parents to teach new words
to children.

An important element is that both relations are characterized by that cross-situational
property, therefore a mechanism leveraging such information would be able to learn
both. In the following we denote by semantic concept the set of manifestation of
such an object, either related essentially or by convention. Additionally a semantic
concept may have several manifestations in a single modality. For instance a dog is
associated to both the touch of its fur and claws, or to the sound of the dog barking
and the word ‘dog’. When the essential relation is the same as the convention, the
word actually takes the form of an onomatopoeia. Importantly this is an example
of a mechanism for symbol grounding; more generally the semantic relations we
consider actually include Peirce’s icon, index, and symbol (see Steels, 2008, 3.1). In
the following, the semantic relations are only characterized in the stimuli by the
relatively simultaneous occurrence of the related elements in the various modalities,
that is, the cross-situational relation.

In this setup we consider the situation in which objects or motions are perceived by
an intelligent system while sentences describing the scene are pronounced. Such a
setup is illustrated in fig. 6.1.

The modalities presented can vary from one experiment to the other, but a semantic
relation exists between some elements of the different modalities. These elements
might be of several natures: gestures in motions, object in visual scenes, or words
in spoken utterances. We consider semantic relations as mappings between these
elements: for example a word is related to a gesture, or a gesture to an object in
a scene. An example of such a mapping is given in table 6.1. During training the
learning agent observes examples of scenes as observations in several modalities. The
scenes are such that in each of them one multimodal concept is present and observed
in several manner in the modalities. For example a sentence is heard containing the
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Training The learner observes a set of
examples of gestures each of which is paired
with a spoken descriptions of the gesture.

I make circles with my arm.

I am clapping!

Testing The learner hears a new spoken
utterance and is asked to chose a gesture
from a small set of demonstrated gesture
that best fit to the description.

Look at the circles I do.

?
The learner choses the
gesture best matching
the sentence.

Figure 6.1: Illustration of the cross-modal classification task on which one learner
presented in this chapter is tested. The transcriptions of the spoken utterances are
represented on the figure to illustrate the keyword semantics. However, the learner
does not observe these transcriptions.

word ‘dog’ and a picture of a dog is seen. However not all perceived elements are
meaningful, that is to say related to elements in other modalities. For instance many
words appear in each utterances that are not semantically related to anything in
other modalities. Similarly other objects may appear in the visual scene that are not
related to the subject of the sentence. Therefore the association between elements
of the several modalities is ambiguous in each example and the system has to use
several observations to solve that ambiguity. The learning system is then tested
by observing only one modality and having to chose between several examples in
another modality the best match. For example the system hears a sentence talking
about a dog and has to chose between several pictures the one containing a dog.

Interestingly this experiment is very similar to the one performed by developmental
psychologists to study the role of various heuristics used by children for the acquisition
of words, including cross-situational information, as in the works from Markman
(1990), Yurovsky et al. (2012). Unlike many approaches presented in previous works
on multimodal learning, we do not evaluate the performance of the learner on a
regular classification task. Instead the learner is evaluated on its ability to relate
elements from distinct modalities, in a way similar to the one that would be used
on a children. We also evaluate the emergence of words recognition as well as the
emergence of a representation of the semantic concepts.

The interactions mechanism between the learning agent and the caregiver that
provides the demonstration actually shares many similarities with the one from the
talking heads experiment as described by Steels (1999), Steels and Kaplan (2002)
(see also section 1.3). More precisely the agent we present in this chapter plays the
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role of the ‘hearer’ from the talking heads, while the caregiver takes the role of the
‘speaker’. There are however important differences between our setup and the one
from Steels (1999). First, there is no turn in the role taken in our experiment: the
learner only plays the hearer and the caregiver only plays the speakers. Importantly
this means that the language is taught to the learner by the caregiver, instead of
evolving and emerging from their interaction. Also, in our experiments, the naming
game, that consists for the hearer in guessing which object the hearer is talking
about, is only played during the evaluation stage. During the training the learner
passively observes the caregiver teaching and does not receive any other feedback.
Finally, the similarity with the talking head agent is mainly behavioral; our agent
uses a different architecture and mechanisms as the ones implemented in the talking
head, as explained and discussed in more details in next sections.

6.4 NMF for multimodal learning

This section presents the algorithmic tools that are used in the following multimodal
experiments. They are based on the nonnegative matrix factorization algorithm (see
section 2.1), that is used in a very similar way than in the experiments presented in
sections 3.3 and 5.4.

The first part of this section presents the learning of a multimodal dictionary; it is
then explained how the learned dictionary provides a representation of data that
is not bound to any modality; in the following this representation is referred to as
the learner’s internal representation of data. Finally we explain how the learner can
transform data from one or several modalities to an internal representation or to an
expected representation in unobserved modalities.

The following assumes that each input from the modalities is available as a set
of samples, each of which is represented by a nonnegative vector. We consider a
setting in which the learner observes samples in several modalities. For example, the
system visually observes objects while hearing a spoken description of the scene. We
represent the perception of the samples in each modality by a vector va, where a
denotes the modality (for example the system observes the objects as vimage and the
sound description as vsound). Details about such representations for the modalities
used in the experiments are given in section 6.5.

6.4.1 Learning a dictionary of multimodal components

We call components primitive elements that are mixed together into observations, in
the same way that phonemes can be seen as mixed together into a word or a sentence.
Compared to the common context of clustering, this notion of component is more
general: observations are mixtures of several components at the same time, instead
of being just a noisy observation of one centroid.

The learner presented here builds a dictionary of multimodal components according
to the following model: it searches k components, each represented by a vector wj (j
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from 1 to k), such that each observed example vi verifies:

vi ≃
k

j=1

hjiw
j (6.1)

where hji are coefficients and ≃ denotes a notion of similarity between matrices that
is defined below. This is equivalent to clustering when the wj are the centroids and

for each i only one hji is nonzero and equals 1. We consider a more general case

where wj and hji are only constrained to be nonnegative.

In the following, the set of n examples is represented by a matrix V of shape d× n
(each example is a column of V ), the set of components by a matrix W of shape
d × k, called ‘dictionary’, and the coefficients by a matrix H of shape k × n. The
previous equation, that models the objective of our learner, can thus be re-written
as:

V ≃W ·H (6.2)

In the following, the generalized Kullback-Leibler divergence (also known as I-
divergence) is used to characterize the reconstruction error between V and W ·H.
The I-divergence is denoted as DI (A∥B), is defined by eq. (2.8). In order to minimize
DI(V ||W ·H), the algorithm, based on multiplicative updates of W and H, that was
originally presented in Lee and Seung (1999), is used. A description of the algorithm
is given in section 2.1.2.

6.4.2 NMF to learn mappings between modalities

Previous section explains how, for a given set of observations from several modalities
that is represented by a matrix V , the NMF algorithm can learn a dictionary W and
a coefficient H matrices such that training examples are well approximated by the
product W ·H.

We actually consider the case of data coming from several modalities (three in the
example). More precisely we assume the data matrix V is composed of column
vectors v such that:

v =

 vmod1

vmod2

vmod3

 and thus V =

Vmod1

Vmod2

Vmod3

 .

The minimization of the I divergence induces a trade-off between error in one modality
relatively to others. In order for the error in each modality to be treated on a fair
level by the algorithm it is important that the average values in the representations
are of similar magnitude. It can be easily obtained by normalizing data in each
modality. In the following experiment data in from each modality is normalized
according to its average L1 norm.

Since the observations, that is to say the columns of V are composed of several
modalities, the dictionary W can also be split into several parts each corresponding
to one modality. That is to say each components can be seen as the concatenation of
several parts: one for each modality. For example if the data is composed of three
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modalities: mod1, mod2, and mod3, there exist matrices Wmod1 , Wmod2 , and Wmod3

such that:

W =

Wmod1

Wmod2

Wmod3

 .

In the following we interpret the columns of the matrixH, as an internal representation
of the data by the learner. For example, an internal representation h is induced by
an observation in modality one such that vmod1 =Wmod1h or one in both modality
one and modality three by: 

vmod1

vmod3


=


Wmod1

Wmod3


h.

Also, for a given internal representation h we say that the learner expects the
observations given by the previous formulae.

Interestingly, it is possible to use the learned dictionary to compute an internal
representation of an example, even if the example is only observed in a subset of the
modalities. Given an example observed only in one modality, vmod1 , one can search
for an h such that vmod1 is well approximated as Wmod1h. More precisely this is
equivalent to finding an h solution of:

argmin
h

DI(vmod1 ,Wmod1h) (6.3)

h

vmod1 vmod2

argmin
h

DI(vmod1 ,Wmod1 · h) Wmod2 · h

Actual perception Expected perception

Internal representation

Figure 6.2: Once the system has learnt the dictionary (Wmod1 and Wmod2 ), given
an observation vmod1 in one modality it can reconstruct the corresponding internal
representation as well as the expected perception in another modality.

The NMF algorithm used in these experiments actually alternates steps minimizing
DI(V ||W · H) with respect to W and H. Solving eq. (6.3) is equivalent to the
NMF problem with respect to H only; therefore, it can be obtained with the same
algorithm, but only using the steps that update H. In theory this approach scales to
any number of modalities although the experiments presented here only test it on
numbers from two to four.

Finally it is also possible to reconstruct a representation of the data that the system
would expect in a modality, given observations in other modalities. For that, from
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an observation featuring a subset of the modalities, the system fits an internal
representation h using the method described previously. Then it can reconstruct the
expected representation in an unobserved modality (for example the third modality,
mod3 ) by computing the product Wmod3h. This forms a framework, illustrated in
fig. 6.2, that uses a learned multimodal dictionary to transform data from modalities
to internal representations or expected data in other modalities. It enables a large
set of experiments as illustrated in section 6.6.

6.5 Data and representation

In the following experiments three raw modalities are used: motion, sound, and
image. For comparison purposes, a symbolic modality is sometime also used. It is
represented in the same way than explained in section 3.3.1. The multimodal data
is obtained by taking examples from three datasets of motions, sounds, and images
as explained in next sections. In some of the experiments time windows are built
from images, that are actually frames from videos, and the recorded utterances. The
process used to obtain these examples is explained in section 6.6.2.

In each experiment an arbitrary random mapping between elements from one modality
to the others is chosen; these elements are objects in images, keywords in sentences,
and gestures in motions. More precisely the semantic concepts occurring in one
modality are associated to the one of the others. For example the keyword ‘shoe’ from
the sound dataset is associated with the gesture ‘squat’ from motion dataset. The
associations are both random and arbitrary, which means they are purely conventional
and do not correspond to intrinsic similarities of the corresponding data.

6.5.1 Motions

The motion dataset was recorded from a single human dancer with a KinectTM device
and the OpenNITM software3 that enables direct capture of the subject skeleton. The
device, accessed using the ROS framework4, provides an approximate 3D position of
a set of skeleton points together with angle values representing the dancer’s pose at
a given time.

We recorded a motion dataset composed of a thousand examples of ten dance gestures,
similar to the one used in the dataset presented in section 3.3.1. The gestures are
listed in table 6.1. The gestures are either associated to legs as for example squat
and walk movements, to both arms as clap hands and paddle, or to left or right arm
as punch or wave hand. Yet this structure is not known by the learner initially. They
correspond to both discrete and rhythmic movements. This datased named Choreo2
is publicly available at http://flowers.inria.fr/choreo2.

6.5.2 Sounds

The following experiments use the Acorns Caregiver dataset (Altosaar et al., 2008),
that is described in appendix B.1. The acoustic data is represented according to the

3http://www.openni.org
4Robotic Operating System (http://ros.org)

http://flowers.inria.fr/choreo2
http://www.openni.org
http://ros.org
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HAC representation presented in section 5.3.

In the following experiments, we use recordings from the first speaker from the
Caregiver dataset; it includes 1000 utterances containing 10 keywords; in English
adult directed speech. An example of sentences used in the dataset is Angus is lazy
today. where the semantic tag/keyword is Angus.

6.5.3 Images and videos

Pictures used in the experiments were acquired as frames from an interaction with
an iCub robot, through an RGBD sensor (red, green, and blue camera coupled with
a depth sensor). Both the acquisition of the frames and their processing is described
in more details by Lyubova and Filliat (2012). The processing of the image stream
goes through the following steps.

1. Proto-objects are segmented using information from motion, depth sensors, and
an agglomerative clustering of local descriptors. From there each proto-object
is processed independently.

2. Two types of local features are extracted: SURF descriptors (Bay et al., 2006)
and HSV (hue, saturation, value) of superpixels (obtained by grouping of
similar adjacent pixels). Once extracted features of each type are quantized by
incrementally learning growing dictionaries of features. This process is very
similar to the one presented for sound in section 5.2.

3. Closest SURF points and superpixels are grouped into pairs or triplets of feature
vectors denoted as mid-features. These mid-features are quantized similarly to
the features.

4. At this point, and following the bag-of-word principle (Joachims, 1997, Filliat,
2008, Sivic and Zisserman, 2008), each view is represented as an histogram
of quantized features or mid-features. A dictionary of object views and their
models are learned incrementally using the TF-IDF score, expressed in eq. (5.1),
to track the probability of a feature to appear in a given view.

5. Finally a dictionary of objects is built from recognition of views and tracking
information.

In the following experiments, one or a combination of several of the representations
computed in the aforementioned process are used. More precisely the representation
used include (always in the quantized form): SURF features (SURF), SURF couples
(SURF mid-couples), HSV superpixels (color), HSV superpixels couples (color mid-
couples), and triplets (color mid-triplets).

6.6 Experiments

This section describes several experiments that explore the capacity of the algorithm
from section 6.4 to learn semantic concepts and their grounding in several modalities
in the setting that was introduced by section 6.3.
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Name Limb(s) Motion

shoe both legs squat
nappy walk
book right leg make a flag/P on right leg
daddy both arms clap
mummy mimic paddling left
Angus right arm mimic punching with right arm
bath right arm horizontal goes from side to front
bottle left arm horizontal left arm, forearm goes down to form a

square angle
telephone make waves on left arm
car say hello with left arm

Table 6.1: List of associations between keywords from the acoustic dataset (names)
and gestures from the motion dataset. The limbs on which the motions occur are
also mentioned.

6.6.1 Learning semantic associations

In order to investigate the learning of semantic associations between elements of
the acoustic, visual, and motion modalities, we use an artificial mapping between
acoustic words, visual objects, and gestures. An example of such a mapping is given
in table 6.1. Each triplet of word, gesture, object forms a semantic concept. The
data used to train the system is composed of sentences, motions, and images; each
sentence contains one of the keywords, each motion features one gesture, each image
an object. Finally the gesture, the word, and the object from an example belong to
the same semantic concept, which implements the cross-situational manifestation of
the semantics.

The system is trained on various combinations of either two or three modalities. The
modalities might be denoted as Motion or M, Sound or S, and Image or I. After being
exposed to a set of training multimodal examples, the system is tested as follows: it
observes a new example, called test example in a subset of its modalities and has to
chose the best match among several examples observed in other modalities, which
are denoted as reference examples. An illustration of that process is given by fig. 6.1.
For example, the system is trained on sound and image and tested by hearing a
sentence (the test example) and having to chose among a set of images (the reference
examples) the one that is best described by the heard sentence. Another possibility is
to train the system on motions, sounds, and images, and test it on its ability to chose
from several sentences the one that best describes a pair of a motion and an image
that it observes. We denote such settings by the notation: M1 → M2, where M1
represent the modality or modalities in which the test example is observed, called
test modalities, and M2 the modality or modalities, denoted as reference modalities,
in which a best matching example must be chosen among a set of reference examples.
For example hearing a sentence and choosing the best matching object from images
is denoted by Sound→ Image or S→ I. Viewing an object and a gesture and finding
the best matching sentence amongst examples is denoted by M, I→ S. The testing
process is illustrated in fig. 6.3. As mentioned above, the testing process is analogous
to an instance of the language game from the talking head experiment form Steels
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(1999).

vM1 v
(2)
M2

v
(1)
M2

v
(3)
M2

M2M1

Test modality Reference modality

Reference examplesTest example

Same semantic class as
test example.

Different semantic class.

Different semantic class.

chose best match

Figure 6.3: The learner is tested on its ability to relate an observation of a test
example in one modality to the right reference example in another modality.

Section 6.4.2 explains how to use NMF on multimodal data, to learn a dictionary and
the associated internal representation and finally how to transform data either from
one modality to another, or from a modality to the internal representation (see also
fig. 6.2). We use that mechanism as a basis to implement a classification behavior for
the learner. For a given example the system uses the learned multimodal dictionary
to produce an internal representation of the example (coefficients h) and eventually
also an expected transcription of this example in another modality. It then compares
an example from the test modalities to those in the reference modalities. To perform
the comparison the system can either:

• compute an internal representation of the test example, compute internal
representations of the reference examples, and then compare these internal
representations.

h
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vtest

v
(1)
ref v

(2)
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• compute an internal representation of the test example, use it to generate
an expected representation in the reference modality, and compare it to the
reference examples.
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• compute internal representations of reference examples, for each of them com-
pute an expected representation in the test modality, and compare them to the
test example.

vtest
v
(1)
test

v
(2)
test

h(1) h(2)

v
(1)
ref v

(2)
ref

Internal coefficients

Test modality

Reference modality

compare

compare

The choice of one of these methods is referred as the modality of comparison. In
the following we mainly use the comparison on internal representation. The main
interest of proceeding that way is that the comparison is the same, regardless of what
the test and reference modalities are.

Choosing the modality of comparison is not sufficient to fully define the system: in
order to be able to chose a best matching reference example, the system needs a
metric to perform the comparison. Several alternative metric could be chosen to
perform the comparison. More importantly, the choice of the metric and its efficiency
is highly dependant on the modality of comparison, as shown by the following results.
We considered the following common metrics.

• Euclidean distance

• Kullback-Leibler or I-divergence The Kullback-Leibler and I-divergences
are introduced by eq. (2.8). In the following we denote its usage as Kullback-
Leibler (KL), although when the data is not normalized we use the I-devergence.
By default the divergence from the test example to a reference example is
computed; however since it is not symmetrical, we also experimented with the
reversed divergence (that is to say the divergence from a reference example to
the test example) and a symmetrized divergence obtained as: Dsym(x∥y) =
1
2


D(x∥y) +D(y∥x)


. None of the three approaches was systematically better

in our experimentation.

• Cosine similarity5 The cosine similarity is no a metric but can be used to
compare vectors; it ranges between −1 and 1 and the biggest the value is, the
most similar the vectors are. It is defined for two vectors x and y ∈ Rd, as:

cosine similarity(x, y) =
x · y
∥x∥∥y∥

Other choices are possible. In our experiments, many modalities are represented by
histograms, or concatenation of histograms, that are of high dimension. In these
modalities the Euclidean norm is not necessary meaningful, this is why we use other
measures of similarity such as the I-divergence and the cosine similarity.

In the following, the system is evaluated on its recognition success rate. It is defined
as the proportion of correct recognition of the system; a recognition is correct when
the system choses a reference example matching semantic concept from the test

5http://en.wikipedia.org/wiki/Cosine_similarity

http://en.wikipedia.org/wiki/Cosine_similarity
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Modality Success rate
Test Reference Comparison KL Euclidean Cosine

Sound Motion Internal 0.608 0.612 0.646
Motion 0.552 0.379 0.444
Sound 0.238 0.126 0.208

Motion Sound Internal 0.610 0.704 0.830
Sound 0.106 0.090 0.186
Motion 0.676 0.642 0.749

Table 6.2: Success rates of recognition of the right reference example from a test
example. The values are given for many choices of the reference test and comparison
modalities and various measures of similarity. The results are obtained by averaging
on a ten fold cross-validation, baseline random is in that case 0.11.

example. In the following the system is always presented with one reference example
per class.

In the following experiments we consider 10 semantic classes; when not specified
otherwise, we use a default value of k = 50 as the number of atoms for the NMF
algorithm with 50 iterations, although a number of 10 is generally already close to
convergence.

Motion and spoken utterances

Table 6.2 compares the influence of the modality of comparison and metric on the
classification success. These result show for example that the sound modality, mainly
because of its very high dimension, is not a good choice for the comparison, specially
when the comparison is performed with the Euclidean metric. Indeed the choice of
the metric to use is highly dependant on the nature of the data in the modality;
therefore, using the internal representation is a way to only chose one metric.

The results from table 6.2 demonstrate that the system is capable of learning aspects
of the semantic associations. If the system is trained on a dataset where no semantic
semantic association exists between the two modalities (such a dataset can be obtained
by choosing a random motion and a random utterance for each demonstration), it
generally scores around 0.116.

Table 6.3 presents very similar results in the case were symbolic labels are included
in the training data. This is done similarly to the experiments from section 3.3 and
Mangin and Oudeyer (2012a): the label of each example is transformed to a vector of
10 binary values with zeros everywhere except for a one at the index corresponding to
the label. The binary vector is concatenated to the vector representing the example.
This setup is equivalent to adding a third modality, which contains unambiguous
symbols, in order to improve the learning. The symbols are said to be unambiguous
in comparison to utterances that contains several sounds where only some sequences
of specific sounds form words, and generally only one word per sentence is relevant.
The results from table 6.3 illustrate the fact that the system does not clearly takes

6This is not 0.1 because the distribution of sound examples from the Caregiver dataset is not
exactly uniform.
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Modality Success rate
Test Reference Comparison KL Euclidean Cosine

Sound Motion Internal 0.387 0.699 0.721
Motion 0.543 0.261 0.424
Sound 0.136 0.089 0.131

Motion Sound Internal 0.573 0.620 0.702
Sound 0.114 0.090 0.122
Motion 0.519 0.469 0.552

Table 6.3: There is no significant improvement of the recognition rate when unam-
biguous symbols are added to the training data. The table represents the same
success rates as previously (see table 6.2) but with a learner that observed symbolic
labels representing the semantic classes during training. The results are obtained by
averaging on a ten fold cross-validation, baseline random is in that case 0.11.

advantage of this additional information. An interpretation of these results is that
the system is already capable of dealing with the ambiguity and is not helped by
such additional symbolic information. However the relevance of such comments is
limited to the current algorithm and its implementation.

Images and sound: comparison of the image representations

In this section we perform similar experiments with the image and sound modalities.
In order to get more meaningful results, the experiments are run several times for
various combinations of train, test examples, and reference examples. The latter
being always taken outside the two previous sets.

Figure 6.4 presents results each using a different subset of image descriptors. For
each of them, results are given both for the I→ S and S→ I settings. The results
indicate that on the dataset, the color and color-pairs representations work best. It
also demonstrates that the system is rather robust to adding information: in the
results, the concatenation of several representations generally behaves nearly as well
as the best of the representations, taken alone.

Other modalities

In this section we present similar results using various combinations of the motion,
sound, and image modalities. Results are presented together with box plots corre-
sponding to 20 repetitions of the experiment with random label associations, test set,
train set, and reference examples. For the image modality, the color descriptors (see
section 6.5.3) are used, that give the best results, as illustrated in previous section
and fig. 6.4.

More precisely several setup are presented, including learning from motion and sound,
as well as from image and sound, as previously, but also learning from motion and
image, and finally learning from the three modalities at the same time. For each
of these choices of learning modalities, several setup are possible for the test phase,
specially when the three modalities are present during training: these include testing
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Figure 6.4: Box plot of classification success rates for various image features in the
experiments I→ S and S→ I. Each plot corresponds to the use of a subset of image
features, each plot contains two boxes representing the average success as well as
quantiles and extreme values through cross-validation. The features used for each
experiment are presented on top of the figure. The random success rate are around
0.1.

on the recognition of one modality from another (for example I→ S) but also from
two modalities to another (for example I,M→ S), or conversely one modality to two
(as in M,S→ I).

Figure 6.5 compares various one modality to one modality setups for the case where
only the two modalities that are used for testing are present in the training and
the case where an additional modality was also present during testing. The results
demonstrate that the system is capable of learning the semantic concepts event when
more than two modalities are present. There is no significant difference between the
cases of two and three modalities: the system neither benefit noticeably from the third
modality nor does it suffer from the increased dimensionality of the data. However,
since the number of atoms k is fixed, the results could come from the fact that when
the system is trained on three modalities, the dimension of the dictionary becomes
insufficient to encode non-meaningful aspects of the three modalities. Therefore
fig. 6.6 present the same experiment for various values of k in order to interpret
more precisely the previous result. The comparison confirms the fact that the system
mainly behaves similarly with two or three modalities.
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Figure 6.5: Box plot of classification success rates for various experiments where two
or three modalities are used for training. Each plot corresponds to the use of a subset
of modalities during training: the first three plots use two modalities and the last
one use three modalities. Each plot contains boxes representing the average success
as well as quantiles and extreme values through cross-validation for various testing
setups, using only two modalities. There are only two testing setups when only two
modalities are used for training, and six when three modalities are used for training.

Figure 6.7 present the results on many possible test setups int the case where all
modalities are present during training. The results demonstrate that the system
is capable of using information contained in more than one modality in the test
or reference example. Although the results are slightly better when using more
modalities as input (as in M, I → S in comparison to M → S or I → S), the
improvement in performance is not really significant in the experiment.

Regular classification with the symbolic modality

This section leaves the non-symbolic setup considered previously, in order to compare
properties of the system described above with results obtained in previous works,
such as the one of Ngiam et al. (2011).

Ngiam et al. (2011) present a learner that is trained on multimodal examples of
phonemes, either perceived through their acoustic manifestation or through the
motions of the lips that pronounce them. In their experiment they show that the
learner can benefit the observation of several modalities and improve its recognition
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Figure 6.6: With both two (full lines) and three (dashed) modalities during training,
the classification success rates are similar and good for high enough value of the
number of atoms k. The plots demonstrate that the success rate is quite stable above
a minimum value of k.

success in comparison to the case where only one modality is observed.

We consider a regular classification setup, similar to the one presented in section 3.3
but also in Mangin and Oudeyer (2012a), Driesen et al. (2012). More precisely we
introduce a symbolic modality represented by a binary vector as already explained
in previous section and in section 3.3. The system is trained by observing examples
both in the symbolic modality and in one or several other modalities. Then results
are compared between various testing setups to explore the ability of the learner to
improve its classification performance in the case where several modalities are observed.
Such an experiment can be described as a classification task with multimodal input
unified through sensor fusion.

Table 6.4 present the results for such an experiment for the sound and motion
modalities. The symbolic modality is denoted as L. Interestingly training with the
two modalities (sound and motion) does not significantly change the performance of
the learner, and that when tested on sound, motion or both. In that case the benefit
of having two non-symbolic modalities is not an increase in performance, but rather
that the same learner can use either acoustic perception or motion perception to
classify an example.
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Figure 6.7: The system is capable of relating information from many modalities to
one. There is however no substantial improvement in performance from the use of two
modalities as input for the recognition. The figure presents box plots of classification
success rates for various experiments where three modalities are used for training.
There are boxes representing the average success as well as quantiles and extreme
values through cross-validation for various testing setups.

6.6.2 Learning words in sentences

The previous experiments demonstrate that the artificial learner studied in this
chapter is capable of learning the semantic connection between utterances and the
objects or motions they describe. The meaning of the sentences is modelled in our
experiment by the presence of a keyword; more precisely the association between
sentences and images of objects or motions are based on the presence of keywords in
the utterances. However the learner is not aware of the fact that all the meaning
of the sentence is actually localized in one word; instead it only exploits cross-
situational learning to discover relations between modalities. The task solved by the
learner actually only involve holistic understanding and classification of the sentences.
Therefore it is not completely clear what information the learner actually exploits
in the sentence and whether the learner discovers word-like units from the acoustic
stream. Indeed the previous experiments only demonstrate that the learner achieves
teleological understanding of the sentences; however the question remains to know
if it starts to understand compositionally the sentences. We further explore this
question in the experiment presented in this section.

Actually the grammar used to generate the utterances, as described quickly by
Altosaar et al. (2008) and in more details by Driesen (2012, chap. 2), introduces
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Training Testing Success rates

S + L S→ L 0.916± 0.034
M+ L M→ L 0.906± 0.052

S +M+ L S→ L 0.896± 0.043
S +M+ L M→ L 0.910± 0.054
S +M+ L S +M→ L 0.917± 0.055

Table 6.4: Success rate for the label recognition experiment. In this experiment an
additional modality containing labels, L, is considered. The results are computed on
average for a cross-validation of the train and test sets; standard deviations are also
given.

additional structure. For example the utterance: ‘Now mummy is losing her patience.’,
which meaning is related to the word ‘mummy’ also contains the pronoun ‘her’ which
makes it more likely that the sentence is about a feminine keyword (considering that
the sentences are quite short). Furthermore it appears that the expression ‘losing her
patience’ is always used in the dataset in the aforementioned sentence. Therefore the
expression is also a relevant cue of the presence of the keyword ‘mummy’, although
the keyword is also used in many other sentences. That example shows that it is
not completely clear what cues the learner is using to recognize the meaning of
sentences, and whether this cues are localized, as words, or unlocalized elements. In
order to explore this question, another experiment was designed that uses sliding
windows taken from a video-like stream composed as explained in next section. In
that experiment we take a closer look to the recognition along time in the utterance
of each of the semantic concept. It is somehow an extension to the multimodal setup
of the experiment presented by Stouten et al. (2008, 4.C).

Sliding windows

We consider simulated video streams, generated in the following way: acoustic records
of utterances are concatenated and images are sequenced at a fixed frame rate such
that the semantic concept associated to the image is the same as the one of the
utterance at the starting time of the image. This construction simulates the setting
where a caregiver shows objects to a learner and at the same time pronounces a
sentence that describes the object.

In order to build the videos, utterances from the Caregiver dataset are concatenated
in a random order. Then pictures are chosen from the dataset presented in previous
section, in order to form a sequence of frames that verifies two conditions. First the
sequence has a fixed frame rate close to the one used for the capture of the pictures.
Also the pictures are chosen such that they represent the object corresponding to the
subject of the current sentence. Actually the frames having a fixed duration they may
start during one utterance and end during another. This property actually introduces
additional ambiguity in the data, since a sentence may start while a different object
than the one described in the sentence is observed.

The learning algorithm does not directly operate on the sound and frame streams
that compose the video. Instead sliding windows of given length are extracted from
the video. The sliding windows extraction process actually takes two parameters:



6.6. EXPERIMENTS 113

0 t

Sentence 1 Sentence 2

Window 1

Window 2

Window 3

Figure 6.8: Illustration of the process used to generate video data and split into
sliding windows.

the width of the windows and the shift between two windows. The latter is often
expressed as a fraction of the former. Once a sliding window has been extracted, it is
represented using similar features than regular sound and pictures. For the acoustic
part, the subsequence of sound corresponding to the time window is extracted and
converted to the HAC representation using exactly the same process as previously.
Regarding the visual part, an histogram representation is first extracted for each
frame intersecting with the time window. Then the representations of these frames
are mixed using a weighted averaged with weights proportional to the duration of
the intersection between the frame and the time window of interest. The length of
the sliding windows is typically between 0.05 s and 1 s, therefore between the length
of a phoneme and a short sentence. One important aspect of this experimental
setting is that for windows of small length, with a sliding amount of the same
magnitude than the window length, one word or less is contained in the acoustic
stream from the window: thus many windows contain only a part of the keyword
or even do not intersect at all with the keyword. Finally many sliding windows are
actually across the utterance boundaries and thus are associated with a mixture of
the representation of several objects. These elements make the learning in such a
context more ambiguous and more noisy since a lot of the sliding window do not
contain meaningful associations.

Results

The behavior of the recognition of the system on sliding windows taken inside
utterances is very interesting on a qualitative point of view. In the following, acoustic
sliding windows are computed on utterances outside the training set and the system
is evaluated on the value of similarity it returns between each acoustic sliding window
and an image. The results of this experience, as presented in fig. 6.9 provide a
better insight of which parts of the utterances are more strongly associated with
the underlying semantic concepts. Actually the results show that the recognition of
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the object are often localized in the sentence around the temporal occurrence of the
keyword.

Figure 6.9: Examples of similarity to images around a time window sliding through
the utterance. The similarity is represented at the time index of the beginning of
each window. Interestingly this example demonstrates an association between the
pronoun ‘her’ and the concept ‘mummy’, since ‘her’ is only used as a synonymous of
‘mummy’ in the set of utterances.

The results also illustrate the fact that in some sentences, as the example ‘Now
mummy is losing her patience’, the keyword is not the only part of the sentence
that is meaningful regarding the semantic concept, but other elements such as the
expression ‘is losing her patience’ or the pronoun ‘her’ are also associated to the
semantic concept. Figure 6.9 illustrate this effect.

6.6.3 Emergence of concepts

In previous sections we evaluated the learner on concrete tasks that emphasis its
ability to relate information from one modality to another. A natural question that
follows is whether the learner develops an internal representation of the semantic
concepts from the data, although it does not observe the symbolic information. The
question is actually non-trivial since it is not immediate to interpret the internal
representation that the system builds, that is to say, the role of the various components
of the dictionary matrix. However some insight can be gained that suggests that at
least some components are more specialized into some of the semantic classes.

In order to investigate that aspect we quantified the mutual information between
the semantic concepts and the coefficients of the internal representations of samples
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featuring the concepts. For each semantic concept l and sample i we consider the
random variables Xl such that Xi

l = 1 if and only if the concept l appears in
sample i. For each dimension j of the internal representation and each sample i we
define the random variable Yj = hij . We then assume that (Xi

l )i are independent

and identically distributed, as well as the (Y i
j )i. In the following we quantify the

dependency between these two variables by looking at the mutual information between
them. In information theory, the mutual information I is an information theoretic
measure defined for two random variables X and Y as “the relative entropy [or
Kullback-Leibler divergence] between the joint distribution [p(x, y)] and the product
distribution p(x)p(y)” by Cover and Thomas (1991).

I(X;Y ) = DKL (p(x, y)∥p(x)p(y))

The Xl variables takes binary values but the Yj are continuous. Therefore we use a
discrete approximation of the values of the coefficients h with 10 bins in order to be
able to compute the mutual information by estimating the probability distributions
p(Xl), p(Yj), and p(Xl, Yj) by using the samples for 1 ≤ i ≤ N . From this process
we obtain a value I(Xl;Yj) for each pair (l, j) that quantifies how much information
the coefficient j captures from the concept l.

Figure 6.10: Illustration of the specialisation of some components with respect to some
semantic labels. The figure represents the mutual information between (vertically)
semantic classes (that are not observed by the learner) and (horizontally) each
internal coefficient used by the learner to represent pairs of motion demonstration
and acoustic descriptions from the training set. A value of k = 15 was used in this
experiment.

Figure 6.10 represents, for each semantic class and each coefficient of the internal
representation, the mutual information between the belonging of examples to that
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class and the value of a given coefficient of the internal representations of these
examples. To emphasis the specialisation of some internal coefficients we re-ordered
internal coefficients so that classes and coefficients that have high mutual information
are aligned. More precisely, the best alignment was computed by a Kuhn-Munkres
algorithm and we plotted first the coefficients that are highly associated to one class
and then the one that are less meaningful. The figure does not display a perfect
one to one relationship between labels and coefficients; however some coefficients
are highly specialized, the information about other labels is spread over several
coefficients, and some information is not clearly localized.

6.7 Conclusion

This chapter presents a truly multimodal learning experience in the sense that a learner
is trained from several subsymbolic modalities and demonstrates a classification
behavior similar to the one that would be expected to a young child. More precisely it
is shown that the result can be obtained from the auto-organization of the multimodal
perception driven by the compression mechanism on which nonnegative matrix
factorization is based. These experiments demonstrate the effective exploitation by
the learner of the cross-situational information from the data.

The behavior of the learner is explored on several setups such as learning from
three modalities or with a symbolic modality. It is also explored whether, when
it is used as a regular classifier, additional modalities during training and testing
improve the results (as in Ngiam et al., 2011). It is also shown that the system
can be implemented, using sliding time windows, in a more realistic setting where
utterances do not need to be segmented beforehand. This setting demonstrates
the robustness of the system to demonstrations that are not meaningful, that is
that do not feature the cross-situational semantic association between modalities.
Furthermore the setting is also used to gain better insight on the temporal localization
of the learnt concept among sentence. It is illustrated that the meaning of sentences,
regarding the semantic objects, is localized mainly around keywords but also around
other meaningful grammatical elements that where in the training set associated
with the concepts. Finally the experiment show that the system not only learns
semantic associations between words, visual objects, and gestures, but also that a
representation of the semantic classes, although never observed directly, emerges in
the system’s representation.

The learner presented in this chapter specifically targets and is tested on the cross-
situational learning setup. Although cross-situational information is not the only one
that might be involved in the learning of multimodal concepts. Indeed children have
been shown to rely on other important elements in the process of word acquisition.
For example, Samuelson et al. (2011) have shown that children might rely on spatial
localization of objects and words to relate words to their meanings. Belpaeme and
Morse (2012) provided a computational model to compare cross-situational learning
to social learning and shown that the latter outperforms the former. The interaction
of the learner with the caregiver or other agents is indeed an important aspect of word
learning. Actually the word learning process used in the Talking heads experiment
(Steels, 1999) mainly rely on the interaction between the agents. Finally Markman
(1990), Landau et al. (1998) details various aspect of conceptual thinking that seems
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to play an important role learning words by using additional heuristics such as the
whole object assumption, taxonomic assumption, or mutual exclusivity.

With regard to the question of the precedence of teleological or holistic understanding
over compositional understanding as discussed by Wrede et al. (2012), the experiments
presented in this chapter do not assume that the sentences and more generally the
semantic concepts has to be understood first in compositional manner. Indeed it
instead focuses more on global understanding: the learner we present does not include
mechanism to segment the perception in parts and then try to relate these parts from
one modality to the other, as in previous works from Roy (1999), Roy and Pentland
(2002), Yu and Ballard (2004, 2007). Instead the system learns a representation of
whole sentences and the main task demonstrates that the representation is efficient.
We further refine the learning process to demonstrate that representation learnt by
the system actually focuses on recognizing the keywords that concentrate the cross-
modal information. Therefore aspects of compositional understanding also emerge
from the learning process. The compositional aspect of the semantics presented in
our experiment is actually quite limited; in order to investigate more these aspects, as
well as the question of grammar learning, experiments including a more complex and
structure semantics are required. One such experiment results from the combination
of several concepts in each samples: this corresponds to the semantics used in the
experiment from chapter 3 but presented with real sentences instead of symbolic
labels. Finally such an experiment would also explore aspects of the similarities
between the grammar of language the grammar of motions as described by Roy and
Arbib (2005).

As already mentioned, the learner presented in this chapter can be seen as an agent
from the Talking heads experiment from Steels (1999), Steels and Kaplan (2002).
The main difference between our implementation and the original one is that our
agent uses cross-situational information instead of feedback from the other agent.
As studied by Belpaeme and Morse (2012) these two approaches are both valid to
explain the learning of words and might be used complementary. For example using
cross-situational information to exploit language exposure when no interaction is
available. The system we present in this chapter features other important differences
with the original talking head : one is that the algorithm does not rely on a preliminary
process of word segmentation and concept segmentation ; this opens new perspectives
on the study of the interaction between the formation of concepts and the formation
of words as acoustic units instead of symbolic entities.

From a technical point of view, the algorithm and setup presented above could however
be improved in many ways. One direction for further work is the development of
algorithm more adapted to the setup. Indeed the NMF algorithm is built to take
independent samples as input and therefore information must be sliced into such
samples in order to be learned by the system. On way to slice the data is to detect
utterance boundaries or manually annotate them. Another is to use sliding windows
of fixed or varying lengths. However, other algorithms could be used that directly
model the temporal dynamics of the signal. Such algorithms could be derived from
existing models, as hidden Markov models, or more recent work by Févotte et al.
(2013) that extends NMF.

The NMF algorithm used in these experiment implements the optimization of one
specific criterion, namely reconstruction error under the constraint of the factorization.
Many other properties of the learnt representation could be used to improve the
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results. For example, sparsity of the representation have been shown to provide more
meaningful results in many application fields (as Hoyer, 2002, Aharon et al., 2005,
Lee et al., 2006, Li et al., 2010). Interestingly other metrics have been explicitly
developed in the past that target multimodal learning. Such examples are given by
extensions of independent component analysis to multimodal settings by Akaho et al.
(1999), Karhunen and Ukkonen (2007). Actually these technical aspects introduce
the deeper question of the mechanism that drive the learning of multimodal concepts:
the experiment we present demonstrate that an algorithm based on a compression
mechanism can capture semantic information by exploiting the cross-situational
information from the data. Many other heuristics could eventually be used to capture
that information. Would they behave similarly? Would they enable the extraction of
other information than the cross-situational one? Several important questions are
actually raised by these possibilities, that might help to model more precisely what
it means to achieve multimodal learning.



Chapter 7

Discussion and perspectives

In this thesis we explore the problem of learning lexicons of primitive elements
from perception and their association across modalities. This study involves the
question of the definition of ‘simple’, in particular with respect to what complex
is, more specifically through mechanisms that enable the discovery or emergence of
such simple elements from perception, and how these mechanisms can handle the
ambiguity often inherent to the definition of simple elements.

It is explained in chapter 1 that the notion of ‘motion primitive’ is far from being
straight-forward and unique. Then, the example of dance motions is given in
which choreographies are composed of parts combined simultaneously. We have
thus explored the question of learning simple elements from observation of complex
motions, where the simple elements are active at the same time. Learning this kind
of combination of motion primitives is actually an instance of the source separation
problem, in the fields of imitation learning and human behavior understanding. The
approach developed in chapter 3 therefore uses nonnegative matrix factorization, a
technique commonly used on source separation problems (for example for sound in
Lefèvre et al., 2011). A lot of work related to learning motion primitives actually
focus on learning sequences of motion primitives. However the experiments presented
in this thesis demonstrates that it is also possible to decompose motions in simpler
parts that are active simultaneously. This question is actually orthogonal to the
sequence decomposition but less addressed in the literature. In this work we explained
the ambiguity issues deriving from this problem and demonstrate that NMF can
handle such ambiguity, as appearing in the motion dataset, when it is coupled with
weak supervision in the form of linguistic data.

Chapter 4 explores the use of similar ideas to decompose observations of humans
solving complex tasks into a dictionary of simple tasks. In that chapter, the novel idea
is to consider the combinatorial properties of human actions not in the policy space,
that is the space of actions, but in the task space, that is the space of objectives the
actions are pursuing. Chapter 4 demonstrates on synthetic problems that it is possible
to exploit the combinatorial structure of tasks modelled by objective functions from
the observation of artificial agents solving these tasks. Interestingly the new matrix
factorization algorithm derived in these experiments are based on mechanism very
similar to the ones behind nonnegative matrix factorization algorithm.
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Chapter 5 reviews mechanisms that can be used to learn primitive elements from
sound. More precisely we introduce an unsupervised algorithm based on clustering
and bag-of-words representation, that can be used to learn primitive elements. On
top of these primitive elements, interpreted as phonemes, words can be learnt in a
supervised manner, using a voting technique based on TF-IDF score. We also detail
how nonnegative matrix factorization have been used on top of similar basic primitive
elements in an unsupervised setup by Stouten et al. (2008) and in a supervised
manner by ten Bosch et al. (2008), Driesen et al. (2012) to also achieve word learning.

Finally, in chapter 6 we explain how the mechanisms used for learning words from
acoustic observation of utterances or gestures from observation of motions can be
extended to a multimodal learning setting. More precisely we demonstrate that
a NMF based algorithm is capable of learning simultaneously primitive elements
in a multimodal setting without any symbolic input nor explicit models of words
and meanings. Actually a learner is shown to yield the same classification behavior
that would be expected from a child after being exposed only to subsymbolic data.
The learner presented in chapter 6 exploits cross-situational learning to relate words
to gestures and/or visual objects. The presented learner is further analysed in
order to show that the semantic relations it learns between modalities make it
able to localize the information contained by keywords among utterances. The
representation of multimodal data learnt with NMF is also shown to yield, to some
extent, a specialisation of some of the dimensions to the recognition of semantic
concepts from the training data. In these experiments the semantic concepts that
the system learns are the result of a convention, that maps keywords in utterances
to objects in visual scenes and gestures demonstrated through a motion acquisition
system. The experiment therefore demonstrates to what extent the mechanisms of
nonnegative matrix factorization can recover the correlations that characterize these
semantic concepts, when embodied in a cross-situational learning setup. These results
comfort those of Roy and Pentland (2002), Smith and Yu (2008); we however use a
setup in which a single algorithm treats all modalities in a unified way. Furthermore
the setup we present starts from a representation that does not involve explicit
segmentation and static phoneme recognition. Finally chapter 6 discuss how other
cues might be included in similar synthetic learners, such as spatial localization of
objects (see Samuelson et al., 2011), interaction with the caregiver or other agents
(see Belpaeme and Morse, 2012), or conceptual thinking (see Markman, 1990, Landau
et al., 1998).

The contribution of this thesis can be summarized as using matrix factorization
techniques to model the emergence and acquisition of primitive elements in the
perception of motions, complex behaviors, objects vision, and spoken language. First
this thesis illustrates the similarity of the problem in various fields of perception by
using the same family of algorithm in all of them. It then shifts to the specific study
of the language grounding problem and more generally the question of multimodal
learning. More particularly multimodal learning is not only a way of solving the same
problem in several modalities at the same time, but to make less ambiguous, in the
multimodal setting, several problems that, taken alone, are ambiguous. Regarding
the three questions that were asked in the introduction of this thesis, this works
provides the following answers and new questions.
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How can the intuition about simple and complex be made explicit and
implemented on a robot or artificial system? For developmental roboticists
an appealing aspect of the concept of motion primitives is that they can implement
the gradual growing of complexity observed for example in tasks executed by children.
This corresponds to intuitions such as: mastering grasping and placing of objects
is a prerequisite to being able to assemble cubes into towers. However an explicit
representation of motion primitives is not required to explain such increase of
complexity; also, as explained previously, it is very difficult to formulate a definition
of these motion primitives: the intuition of motion decomposition may lead to many
different approaches, each of which is not necessarily useful or even well defined. An
alternative is proposed that identifies and represent the combinatorial properties of
motion skills without explicit definition of what the basic motions are. The work
presented in chapter 3 is actually introducing three important ideas on that subject,
that are then followed in different directions. First, many work have been done to
represent motion primitives and their combination in sequence. Thus we introduced
similar work for the simultaneous combination, using the NMF algorithm. Then,
although the NMF algorithm is based on the linear combination of elements from a
dictionary into observed examples, it is not claimed that these atoms corresponds as
motion primitives as perceived by humans. Actually our preliminary experiments
following that idea show that it is often not the case, one reason for that being the
intrinsic ambiguity or indeterminacy of the decomposition problem. In other words,
the system learns and represents motions in a form that implements simultaneous
combination, but do not presuppose the ability to segment or separate basic motions,
as perceived by humans amongst the data. Indeed, building motion representations
that are compatible with some notion of combination is a distinct approach from
trying to first represent parts of motions and then implement their combination.
Both enable the representation of composite motions but the former does not involve
the pre-requisite of motion segmentation. As discussed in next paragraph the former
approach is more compatible with the idea that holistic understanding may emerge
before compositional understanding (see Wrede et al., 2012). Finally, in order to
evaluate the system, we chose to test its ability to represent similar combinations
than a human does, at the behavioral level. For that, we use a tasks based on a
communication channel modelled by the symbols. In other words the ambiguity is
only addressed by the addition of a linguistic channel that models social interaction
and provides an input for social conventions. The other experiments explore similar
ideas. For example, the experiment on tasks decomposition gives a visual example of
the multiplicity of the solution and the non-explicit representation of tasks that where
used to generate the examples. However the learning of the structure is demonstrated
at the behavior level by the score on imitating the demonstrator task.

This thesis however does not treat other combinatorial properties that are central
both for motion or language. Examples of such combinations have already been
discussed in section 3.1.1 and includes time sequences and hierarchies of primitives.
As these have often been explored individually in previous works, the main challenge
is to be able to combine several forms of combinations, which requires the development
of representations and algorithms that implement them as well as new experimental
setup. For example on possibility is relax the hypothesis of sample independence in
NMF to represent the temporal dynamics of the data, following work from Févotte
et al. (2013).
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How can primitive elements emerge or be discovered through interaction
of the agent with its physical and social environment? The experiments
developed in this thesis are based on matrix factorization or clustering algorithms.
These algorithms can all be interpreted as the minimization of a form of reconstruction
error of the perceived signal, under the constraint of compression. That mechanism
is the one that yields the emergence of primitive elements, at the behavioral level.
While this mechanism is the only one studied through the experiments from this
thesis, many other candidates exist. First structural constraints can be added to the
compression performed in the algorithms. For example, sparsity inducing constraints
were already combined with matrix factorization approaches (Hoyer, 2002, 2004,
Mairal et al., 2009, Lee et al., 2006). Interestingly Jenatton et al. (2010) also achieve
both sparsity and hierarchy of dictionary elements. The work on deep belief nets
achieve experiments that are conceptually similar to the one presented here, both in
the field of motion composition (see Taylor et al., 2006, Taylor and Hinton, 2009b,a),
and multimodal learning (Ngiam et al., 2011). However the mechanisms behind
the learning of such representations are not exactly the same as the one underlined
matrix factorization. Other metrics that have been explicitly developed to target
multimodal learning were already given as examples in previous chapter, such as
extensions of independent component analysis to multimodal settings by Akaho et al.
(1999), Karhunen and Ukkonen (2007). The comparison of these technical approaches
with the one taken in this work on a unique multimodal setup actually constitutes an
interesting direction for future research. We explain in chapter 6 that an important
novelty of our approach in comparison to previous work on similar questions is that
it does not presuppose the decomposition of perception in concepts and words to the
learning of their relation. More precisely we present a system that learns to relate
words to concepts without explicit segmentation of acoustic input into phonemes or
words, nor images into relevant objects. It thus demonstrate that a task of language
grounding can be solved in holistic way, thus featuring teleological understanding
without requiring compositional understanding. Indeed in previous work from Yu
and Ballard (2004, 2007), Roy (1999), Roy and Pentland (2002) but also in the
Talking head experiment from Steels (1999), Steels and Kaplan (2002) the algorithm
include explicit mechanism to segment the sensor input into either phonemes and
then words or concepts. Even if the segmentation is in some cases learnt by the
system, these architecture encode compositional understanding as a prerequisite to
language grounding and more generally multimodal learning. In our work we provide
an alternative which open new perspectives on the kind of questions introduced by
Wrede et al. (2012). It is important to notice that an important shortcoming of
our approach with respect to the study of emergence is that it is not incremental.
However there exist online versions of the NMF algorithms on which we base our
experiments that can be used to study the framework presented in this thesis in a
more incremental manner.

What mechanisms can overcome the intrinsic ambiguity and indetermi-
nacy that is characteristic of many approaches regarding the learning and
emergence of these primitive elements? In chapter 3 the mechanisms used to
learn motion representation do not alone solve the indeterminacy of decomposition.
However we show that adding weak supervision to the perception through a linguistic
channel, symbolic in that experiment, resolve the ambiguity at the behavioral level.
Chapter 6 actually demonstrates the same idea from real multimodal perception;
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the learner can then exploit cross-situational and cross-modal information to achieve
word grounding or the learning of other kinds of multimodal concepts. Many other
mechanisms can be implemented at the data collection level and the way to represent
it. The multimodal experiment represents data in such a way that makes learning
possible from cross-situational information; however, as mentioned previously, other
sources of information are available such as localization of objects or interactions
with the caregiver. Furthermore, in the experiments in this thesis we use data coming
from three distinct dataset to simulate multimodal perception. This constitute an
important limitation of this work which hides important questions. For example
whether the object is shown by the caregiver or the learning system is an important
aspect that may greatly change the structure of the collected visual data. Other
questions include the differences between infant and adult directed speech as discussed
by Yurovsky et al. (2012), or the process of autonomous acquisition of data (see
Gottlieb et al., 2013).

This thesis presents the simultaneous combination of motion primitives as an
important aspect of imitation learning and human behavior understanding. Following
that idea, an experiment demonstrating such learning is performed, where symbolic
linguistic input is used to relate the motion representations learned by the system
to a human based representation. In chapter 6 the symbolic linguistic modality is
replaced by a continuous acoustic input. However theses last experiments only study
the learning of gestures demonstrated alone. An important extension of the work
presented here is therefore to bring together multimodality from only continuous
perception and fully ambiguous demonstrations: which means relating gestures that
are observed combined in complex motions to words that are observed combined in
complex sentences. Such an experiment actually is a very interesting first approach
to the question of similarities between the combinatorial structure of words and
motions, that is to say the grammar of language and the grammar of motions and
actions. It would be even more interesting to relate that experience to the analysis
and hypothesis from Roy and Arbib (2005).

The experiments presented in this thesis are performed either on simple toys problems
or on fixed datasets. It is therefore important, in order to consolidate the results,
to experiment similar ideas both on more diverse and advanced datasets, and in
more interactive setups. Indeed, while the issues addressed by this work are clearly
grounded in developmental robotics, no real robotic experiment was performed in this
thesis. This aspect actually corresponds to the fact that this work focusses specifically
on a perception based point of view. We actually believe that many of these questions
are also very relevant to action but the link is still to be made. Although chapter 4
introduces the ideas of task decomposition in a way that enables the generation of
motions to solve new tasks, it is limited to simple toy problems and suffers from the
weaknesses of the inverse reinforcement learning approach it is based on: the relative
novelty of the field and the algorithmic cost that still makes it a challenge to reach the
complexity of real robotic environment. Also, the algorithm we propose focuses on the
problems of learning by imitation and human behavior understanding: a demonstrator
is required to be able learn tasks; this leaves apart the important mechanisms for
autonomous discovery of new motor skills and new goals. Other interesting questions
emerge from the duality between goals or tasks and the skills that solve them.
For example, is one of them explicitly represented and the other inferred or both
represented simultaneously? Is the autonomous discovery of skills motor based or
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task based? This question is for example related to the study of motor babbling and
goal babbling by Baranes and Oudeyer (2013). Can the learning of primitive tasks
model the emergence of affordances in perception? Regarding language learning, the
work we present also focusses mainly on perception and word recognition. Extending
this work to language production is also an interesting direction for future research,
specially through the studies of the interactions between the learning of language
perception and language production. Aspects of this interaction have already been
studied by Serkhane et al. (2005), Moulin-Frier (2011).



Appendix A

Non-negative matrices and
factorization

A.1 Non-negative matrix theory

This section summarizes some result from the Perron-Frobenius theory that are useful
to study theoretical aspects of the non-negative matrices and factorization.

Its purpose is to present main properties of these matrices, centered on Perron-
Frobenius theorem, that enables basic theoretical discussions. These elements are
adapted from presentation given by Boyle, Meyer (2000). These references might be
looked into for proofs and more detailed presentations of this theory.

A.1.1 Base definitions and notations

We only consider square matrices in this part.

We call positive (resp. non-negative) a matrix whose coefficients are all positive (resp.
non-negative), we use notations A > 0 for positivity and A ≥ 0 for non-negativity.

We denote by σ(A) the set of all A’s eigenvalues. We call spectral radius, denoted
ρ(A), the quantity defined as follows:

ρ(A) = max
λ∈σ(A)

|λ| (A.1)

We also denote by χA(X) the characteristic polynomial of A.

Multiplicities The algebraic multiplicity of an eigenvalue refers to its multiplic-
ity as root of the charateristic polynomial whereas geometric multiplicity refers
to the dimension of the associated eigenspace. In general the algebraic multiplicity is
greater or equal to the geometric multiplicity. When these two quantities are equal
the eigenvalue is said to be semi-simple. When both are equal to 1, the eignevalue
is said to be simple.
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Two matrices A and B are said equivalent if and only if there exists an invertible
matrix P such that B = P−1AP .

A.1.2 Taxonomy of non-negative matrices

Amongst all non-negative matrices, a few categories are of great importance regard-
ing the Perron-Frobenius theory. These are positive, primitive and irreducible
matrices.

Definition (Primitivity). A square non-negative matrix is said to be primitive if
and only if some power of it is positive

i.e. ∃k ∈ N, Ak > 0 (A.2)

i.e. ∃k ∈ N, ∀(i, j) ∈ [|1, n|]2, (Ak)i,j > 0 (A.3)

Definition (Irreducibility). A square non-negative matrix is said to be irreducible if
and only if

∀(i, j) ∈ [|1, n|]2, ∃k ∈ N, (Ak)i,j > 0 (A.4)

Given a square non-negative matrix A let G(A) be the directed graph with n vertices
and such that an array exists between vertex i and vertex j if and only if Ai,j > 0.
Then for some k ∈ N, (Ak)i,j > 0 is equivalent to the existence of a path of length k
between i and j in G(A).

Definition (Period of a square non-negative matrix). The period of a square non-
negative matrix A, is the greatest common divisor of all length of loops in G(A).

For an irreducible matrix A of period p, we define the relation:

i ∼A j if and only if ∃k ∈ N, (Akp)i,j > 0 (A.5)

Following this definition, i ∼A j if and only if p divides all path lengths between i
and j in G(A). That this relation is an equivalence easily follows the irreducibility of
A. Using the partition of [|1, n|] into equivalence classes for i ∼A j, we can re-order
the columns of A, which makes it equivalent to B where:

B =


0 A1 0 · · ·
0 0 A2 · · ·
...

...
...

. . .

Ap 0 0 · · ·

 (A.6)

This form is referred as cyclic block form or Frobenius form. This formulations
makes it easy to get the following results.

Proposition 2. A is primitive if and only if A is irreducible of period 1.

Proposition 3. Let A be an irreducible matrix of period p. Then Ap is equivalent
to a block diagonal matrix which blocks are all primitive. Moreover all blocks have
the same non-zero spectrum.
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Proposition 4. Let A be an irreducible matrix of period p and ξ a primitive pth

root of unity. Then

• A and ξA are similar,

• if r is a root of the characteristic polynomial of A, with multiplicity α, then rξ
is a also a root of A of multiplicity α.

Theorem 4. Let A be an irreducible matrix of period p and D a diagonal block from
Bp where B is a cyclic block form of A. Then, χA(X) = χD(Xp). More precisely if
ξ is a primitive pth root of unity and

χD(X) =

k
j=1


X − λpj


,

χA(X) =

p
i=1

k
j=1


X − ξiλj


.

Those results enable to relate the spectrum of any irreducible matrix of period p to
the spectrum of primitive matrices. This relation makes it possible to generalize some
of the results for primitive matrices to irreducible matrices, as stated in Section A.1.3.

A.1.3 Perron-Frobenius theorem

Case of positive matrices

Theorem 5 (Perron theorem). Let A be a positive matrix, then,

(i) ρ(A) is a simple eigenvalue of A,

(ii) there exists a unique unit norm positive eigenvector u,

(iii) it is associated with ρ(A) and called the Perron vector of A,

(iv) ρ(A) is the unique eigenvalue of A of norm ρ(A).

Case of irreducible matrices

When generalized to irreducible matrices the previous result takes the following form.

Theorem 6 (Perron-Frobenius theorem). Let A be an irreducible matrix of period
p, then,

(i) ρ(A) is a simple eigenvalue of A,

(ii) there exists a unique unit norm positive eigenvector u,

(iii) it is associated with ρ(A) and called the Perron vector of A,

(iv) A has exactly p eigenvalues of norm ρ(A), furthermore A is similar to e
2iπ
p A

and thus σ(A) is invariant by rotation of angle 2π
p
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Perron projection

Previous results does not change when a matrix A is replaced by AT since all the
considered properties are invariant by transposition. However the Perron vectors of
A and AT are in general not the same. It is thus useful to distinguish between left
(v > 0) and right (u > 0) Perron vectors of matrix A such that:

Au = ρ(A)u and vTA = ρ(A)vT (A.7)

Proposition 5. Let A be a primitive matrix with left and right Peron vectors v and
u. 

A

ρ(A)

n

−→
n→∞

uvT

uT v

This quantity is a projection onto the eigenspace associated to ρ(A), which is called
Perron projection.

Collatz-Willandt formula

Proposition 6. Let A be an irreducible matrix and f(x) = min
i∈[|1,n|], xi ̸=0

[Ax]i
xi

, then

ρ(A) = max
x≤0, x ̸=0

f(x).

A.2 Ambiguity in the problem definition

A.2.1 Generative model

A geometric interpretation of the non-negative matrix factorization has been presented
by Donoho and Stoden Donoho and Stodden (2003), it is based on the notion of
simplicial cones and the following link to non-negative factorization.

Definition (Simplicial cone). The simplicial cone generated by the vectors (wk)k∈[|1,K|]
is defined as:

ΓW =


K

k=1

hk · wk : hk ≥ 0


(A.8)

For a given factorizationW ·H that generates exactly the data,W yieldsK generators
such that all data vectors (xi)i∈[|1,N |] lie in the simplicial cone ΓW .

The factorization of a non-negative matrix is thus equivalent to providing such a
simplicial cone as a generative model of the data. It is however not true in general
that, even if the data is generated filling a simplicial cone, there is uniqueness of such
a model. In such a situation one would like to chose the simplest or the smallest
fitting model. In some cases even defining such a simplicity is ambiguous.

In the following we analyse separately various sources of ambiguity in the problem of
finding a factorization:

• ambiguity in the representation of simplicial cones,
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• ambiguity in notions of simplest solution.

• ambiguity from lack of data.

Since the data is non-negative it lies in the positive orthant P which is the convex
simplicial cone generated by the canonical basis vectors, the problem thus always
admit P as a solution.

Furthermore it also lies in Span

(wi)i∈[|1,K|]


, and P ∩ Span(W ) is also a solution.

A.2.2 Representation of simplicial cones

Definition (Extreme rays). An extreme ray of a convex cone Γ is a line Rx =
{ax : a ≥ 0} such that x ∈ Γ\{0} and there is no x1 and x2, linearly independent
such that x = x1 + x2.

When the generators are linearly independent, the set of generators corresponds to
the set of extreme ray, thus a convex simplicial cone is uniquely defined by its set of
extreme rays.

This shows that solving non-negative matrix factorization is equivalent to finding a
set of extreme rays generating a simplicial cone containing the data. The set of rays
is represented by a list of generators. Scaling of the generators and re-numbering of
the rays does not change the found simplicial cone, which is another formulation of
the invariance introduced in section 2.1.1.

Definition (Primal simplicial cone). Given a set of points X and an integer r,
a primal simplicial cone associated with r, X is a simplicial cone Γ such that
X ⊂ Γ ⊂ P.

The invariance by scaling and permutation is thus a representation invariance of the
simplicial cone underlying the factorization.

Dual formulation This formulation of the NMF problem can equivalently be
made in the dual space (in terms of complex duality, see Boyd and Vandenberghe
(2004)).

Definition (Dual simplicial cone). Given a set of points Y and an integer r, a dual
simplicial cone associated with r, Y is a simplicial cone Γ such that P ⊂ Γ ⊂ Y.

Proposition 7. Every primal simplicial cone is the dual of a dual simplicial cone
and reciprocally.

A.2.3 First case: linearly independent generators

We first consider the somehow simpler case in which the generators of X are linearly
independent, which is a sufficient condition for these generators to be extreme rays
of X .
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However, if ΓX ∈ P∩Span(X) where X = (xi)i∈[|1,r|] is such that ΓX ̸= P∩Span(X),
there are an infinity of simplicial cones Γ′ with r generators such that ΓX ⊂ Γ′ ⊂ P
(P ∩ Span(X) is one of them).

The following lemma from Donoho and Stodden (2003), however limits the solution
of such simplicial cones inclusion.

Proposition 8. If Γ and G are convex cones such that Γ ⊂ G ⊂ Rn where Γ is a
simplicial cone with r generators and Γ ∩ G contains exactly r extreme rays of G,
Rxi


i∈[|1,r|], then:

• the

Rxi


i∈[|1,r|] are extreme rays of Γ,

• there is no simplicial cone Γ′ with r generators such that Γ′ ̸= Γ and Γ ⊂ Γ′ ⊂ G.

So in general such a cone might be widened towards P and is thus not unique.
However under some conditions the cone is already maximal, such a case happens
under sufficient conditions given in Donoho and Stodden (2003). In that case the
primal simplicial cone is unique and so is the solution to the NMF problem (still
with invariance by dilatation and permutations).

A.2.4 Second case: rk(W ) < K

This case arises even when all generators are extreme rays, for example in three
dimensional space when the simplicial cone section (for example section by a plan
orthogonal to first diagonal) is a convex polygon with more than three vertices.

In that case two extreme points of view can be taken:

• searching a simplicial cone minimal regarding inclusion, which in the 3D case
means which section has minimal area, i.e. finding the convex hull of the section
of the projection (in the conic sense) of the data on some plane,

• searching a simplicial cone with the minimum number of generators, which
leads to chose the rank of W as the number of generators, thus in our example
choosing a cone too big since the whole first octant is chosen.
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Datasets

B.1 The Acorns Caregiver dataset

The Caregiver dataset (Altosaar et al., 2008) provided by the ACORNS project, is
composed of 1000 utterances containing 13 keywords, each spoken by 4 speakers in
English adult directed speech; this makes a total of 4000 utterances. An example of
sentences used in the dataset is Angus is lazy today. where the semantic tag/keyword
is Angus. Examples of transcriptions from utterances from the dataset are given in
table B.1.

We take a bath
To put it in the bath isn’t funny either

The shoe is a symbol
Now mummy is losing her patience

Daddy comes closer
Angus takes off her shoe

Daddy never calls
She sits on a nappy

Now everybody is in the car
Where is the nappy

Table B.1: Transcriptions from ten random examples from the Acorns Caregiver
dataset from Altosaar et al. (2008). Keywords are identified in bold font.

B.2 The first choreography dataset

The first choreography dataset contains choreography motions recorded through
a kinect device. These motions have a combinatorial structure: from a given
set of primitive dance motions, choreographies are constructed as simultaneous
execution of some of these primitive motions. The data is publicly available at
http://flowers.inria.fr/choreography_database.html.
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Primitive dance motions are chosen from a total set of 48 motions and are spanned
over one or two limbs, either the legs (for example walk, squat), left or right arm (for
example wave hand, punch) or both arms (for example clap in hands, paddle).

Complex choreographies are produced as the simultaneous demonstration of two or
three of these primitive motion: either one for legs and one for both arm, or one
for legs and one for each arm. Each example (or record) contained in the dataset
consists in two elements: the motion data and labels identifying which primitive
motions are combined to produce the choreography.

The dataset actually contains three separate sets of examples:

1. primitive: in each example, only one primitive motion is demonstrated, the
set of labels associated to each example is thus a singleton (326 examples).

2. mixed small: demonstrations of complex choreographies composed of primitive
motions taken in a subset of 16 possible motions (137 examples).

3. mixed full: demonstrations of complex choreographies composed of primitive
motions taken in all the possible motions (277 examples).

B.2.1 Description of the data

The data has been acquired through a kinect camera and the OpenNI drivers1, which
yields a stream of values of markers on the body. Each example from the dataset
is associated to a sequence of 3D positions of each of the 24 markers. Thus for a
sequence of length T , the example would corresponds to T ∗ 24 ∗ 3 values.

The kinect device recognizes and provides positions of the following list of markers:
head, neck, waist, left hip, left shoulder, left elbow, left hand, left knee, left foot,
left collar, left wrist, left fingertip, left ankle, right hip, right shoulder, right elbow,
right hand, right knee, right foot, right collar, right wrist, right hand, right fingertip,
right ankle.

These markers are however not tracked with the same accuracy and it might be better
to filter to keep only a subset of these markers. In the experiments from chapter 3
we use: head, neck, left hip, left shoulder, left elbow, left hand, left knee, left foot,
right hip, right shoulder, right elbow, right hand, right knee, right hand, right foot.

B.3 The second choreography dataset

The second choreography dataset contains choreography motions recorded through a
kinect device. It contains a total of 1100 examples of 10 different gestures that are
spanned over one or two limbs. The data is publicly available at http://flowers.
inria.fr/choreo2.

1http://openni.org

http://flowers.inria.fr/choreo2
http://flowers.inria.fr/choreo2
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Id Limb(s) Description

1 right arm hold horizontal
2 right arm hold vertical (down)
3 right arm hold vertical (up)
4 right arm from horizontal on side, bend over the head
5 right arm raise from horizontal to vertical
6 right arm lower from horizontal to vertical
7 right arm from horizontal side, bend in front of the torso
8 right arm from horizontal side, bent elbow to get vertical forearm toward up
9 right arm mimic punching

10 right arm hold horizontal and bring from side to front
11 right arm from horizontal side, bend elbow to get vertical forearm toward down
12 right arm from horizontal side, bring hand to shoulder (elbow moving vertically)
13 right arm hold horizontal and bring from right side to left side
14 right arm swing forearm downside with horizontal upper arm
15 right arm draw circles with arm extended on the right
16 right arm wave motion of the arm held, horizontal on the side
17 right arm wave hand (shoulder level)
18 right arm wave hand (over the head)
19 both arms clap hands (at varying positions)
20 both arms mimic paddling on the left
21 both arms mimic paddling on the right
22 both arms mimic pushing on ski sticks
23 legs un-squat
24 legs mimic walking
25 legs stay still
26 legs step on the right
27 legs step on the left
28 right leg raise and bend leg to form a flag (or ‘P’) shape
29 left leg raise and bend leg to form a flag (or ‘P’) shape
30 left arm hold horizontal
31 left arm hold vertical (down)
32 left arm hold vertical (up)
33 left arm from horizontal on side, bend over the head
34 left arm raise from horizontal to vertical
35 left arm lower from horizontal to vertical
36 left arm from horizontal side, bend in front of the torso
37 left arm from horizontal side, bent elbow to get vertical forearm toward up
38 left arm mimic punching
39 left arm hold horizontal and bring from side to front
40 left arm from horizontal side, bend elbow to get vertical forearm toward down
41 left arm from horizontal side, bring hand to shoulder (elbow moving vertically)
42 left arm hold horizontal and bring from left side to right side
43 left arm swing forearm downside with horizontal upper arm
44 left arm draw circles with arm extended on the left
45 left arm wave motion of the arm held, horizontal on the side
46 left arm wave hand (shoulder level)
47 left arm wave hand (over the head)

Table B.2: List of gestures composing the motions of the first choreogra-
phy dataset. The small dataset only uses the following subset of labels:
1, 5, 6, 10, 19, 20, 21, 22, 23, 24, 25, 28, 30, 38, 40, 43.
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Id Limb(s) Description

1 both legs squat
2 both legs walk
3 right leg make a flag/P on right leg
4 both arms clap
5 both arms mimic paddling left
6 right arm mimic punching with right arm
7 right arm right arm horizontal goes from side to front
8 left arm horizontal left arm, forearm goes down to form a square angle
9 left arm make waves on left arm
10 left arm say hello with left arm

Table B.3: List of gestures composing the motions of the second choreography dataset.

B.3.1 Description of the data

The data has been acquired through a kinect camera and the OpenNI drivers through
its ROS2 interface, which yields a stream of values of markers on the body. Each
example from the dataset is associated to a sequence of 3D positions of each of the
15 markers. Thus for a sequence of length T , the example would corresponds to
T ∗ 15 ∗ 7 values. The 7 successive values for each marker are there 3D coordinates
together with a representation of the rotation of the frame between previous and
next segment. The rotation is encoded in quaternion representation as described on
the ROS time frame page3.

The position of the following list of markers was recorded: head, neck, left hip,
left hip, left shoulder, left elbow, left hand, left knee, left foot, right hip, right shoulder,
right elbow, right hand, right knee, right foot, right hand.

2Robotic operating system, http://ros.org
3http://www.ros.org/wiki/tf

http://ros.org
http://www.ros.org/wiki/tf


Appendix C

Code

The code used in the experiments from Mangin and Oudeyer (2013) is available
publicly on http://github.com/omangin/multimodal. It consists in a set of tools
and experimental scripts used to achieve multimodal learning with nonnegative
matrix factorization (NMF). This code is distributed under the new BSD license.
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generalization in human-robot domains. In Second International Joint Conference
on Autonomous Agents and Multi-Agent Systems, Melbourne, Australia, 2003.

David Nister and Henrik Stewenius. Scalable recognition with a vocabulary tree.
In CVPR ’06: Proceedings of the 2006 IEEE Computer Society Conference on
Computer Vision and Pattern Recognition, pages 2161–2168, Washington, DC,
USA, 2006. IEEE Computer Society. ISBN 0-7695-2597-0. doi: http://dx.doi.org/
10.1109/CVPR.2006.264.

Francesco Nori and Ruggero Frezza. Biologically inspired control of a kinematic chain
using the superposition of motion primitives. In Decision and Control (CDC),
volume 1, pages 1075–1080. IEEE Comput. Soc. Press, 2004a.

Franceso Nori and Ruggero Frezza. Nonlinear control by a finite set of motion
primitives. In Nolcos, 2004b.

Pierre-Yves Oudeyer. On the impact of robotics in behavioral and cognitive sciences:
From insect navigation to human cognitive development. IEEE Transactions on
Autonomous Mental Development, 2(1):2–16, March 2010. ISSN 1943-0604. doi:
10.1109/TAMD.2009.2039057.

P Paatero and U Tapper. Positive matrix factorization: A non-negative factor model
with optimal utilization of error estimates of data values. Environmetrics, 5(2):
111–126, 1994.

Michael Pardowitz, Steffen Knoop, Ruediger Dillmann, and Raoul D Zöllner. Incre-
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